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Q.1. Encircle the right answer, cutting and overwriting is not allowed. (1x10=10)

I. The f is the probability of ——---m-mmmmmemmeem

A. Type-1 Error B. Rejection Region
C. Acceptance Region D. Type-If Error
2. A quantity obtained by applying certain rule or formula is known as
A. Estimation B. Test Statistics
C. Estimate D. Listimator
3 What is the probability of a type 11 error when a=0.05?
A. 0.025 B. 0.05
C.095 - ’ D. Cannot be determined without more information
4. The estimator is called efficient if it has minimum —=-----vmmmmeoomaaes :
A. Mean B. Variance
C. Number of Values D. None of the above
5. Suppose X represents the sample mean, the expected value of X would be equal to =--=-mvmmmae- :
A.c B u
C. X D. None of above
6. The level of significance is represented by —-—----nmmnmv .
A a B.
C.i-a ' D.1-p
7. 'The linear unbiased estimator which has also minimum variance is called --=---vommmmme .
A. BLUE B. Better estimator
C. Biased estimator D. None of the above
8. Ifthe minimum vartance estimator exists, it would essentially be ~———mmemmmmmmmmemmnaen .
A. Zero B. Greater than one
C. Negative D. Unique
9. Parameter is a ~-----=nmemem quantity.
A. Constant B. Variable
C. Both (A) and (B) D. None of the above

10. Criteria to check a point estimator to be good are ~-------wme-mmmuu- :
A Consistency B. Unbiasedness
C. Efficiency : D. All above
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Q. No. 2. Write a short note on the following: (5 each)
i Best Asymptotically Normal (BAN) estimator
i Property of Invariance
i Risk Function
iv. Efficient Estimator
3 . )7
k. s 3. In a sequence of ‘n” Bernoulli trails give the probability of success “P7 and r 07
successes were obtained. Show that P(1— P)? is not unbiased estimator of
P(1 — P)* but biasness——0 as n—oo.
. . . . 5 : ; . )7
6 e Show that in estimating ¢ from normal distribution with mean zero and variance (07)
, Yy (n/2
o2 The estimator t, = [~ N, X212 M(———L* is an unbiased estimator of .
i r'((n+1)/2)
K b, 3 State and prove Neyman Factorization theorem. (8]
2 Na & Let y; <y, <+ < y, denote the order statistic of a random sample Xy, X, ... X, (U5

from the distribution that has p.d.f

f(X;0) = e =0 0 < x < oo, —o0 <l < +oo

Assume n = 3, show that max(X;) is not a sufficient statistic for 0.



