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Abstract. In this paper, a boundary data completion problem for a diffusion-
reaction partial differential equations (PDEs) was considered in a 2D do-
main. In a first step, the classical KMF (Kozlov, Maz’ya, Fomin) algo-
rithm was used with spectral element method to find an approximate so-
lution to that problem. In a second step, an alternative way was proposed
by using conjugate gradient method where a symmetric positive definite
operator was designed. Obtained results are illustrated by some numerical
tests by using Matlab software.
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1. INTRODUCTION

Large engineering applications such as heat conduction, some chemical reaction etc. are
modelled by diffusion-reaction equations. Micro- and mini-channels, whose hydraulic di-
ameter varies from a few micrometers to several millimetres, are increasingly used in many
applications [15, 16, 17]. Condensation in these channels is used in different applications,
in particular, the cooling of electronic components and the air conditioning in the auto-
mobile. The study of local heat transfer represent a real scientific key by considering its
effect on the lifetime and performance of energy systems such as fuel cells and miniature
coolers. In this paper, suppose that our domain is a channel filled up by a fluid and suppose
that on some part of the boundary (input), measurements can be done for both the temper-
ature and flux, however, on an other some part of the boundary (output), we suppose that
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we can’t do this due to physical difficulties or inaccessibility geometric. Thus, the aim is to
reconstruct the temperature and the flux in an infinite lengthchannel. We suppose that the
temperature is invariable on the vertical direction. So we are dealing with a 2D-problem.
This phenomena can occur in several engineering processes.
Our aim is then to reconstruct the missing data on some part ofthe boundary (the output:
where the knowledge of the temperature at the output is necessary for ensuring the safety
of the material) using the over available data on the accessible part of the boundary (input).
Such problem is known as a Cauchy problem, called also data completion problem. It is
difficult to resolve this kind of problems using direct method because of its ill-posedness
in the sense of Hadamard [8, 9]. The existence of the solutionis assured when the over
determined data at the input are compatible [10] and the problem admits then at most one
solution [6]. Several iterative methods having the advantage to allow the physical constraint
were proposed to resolve this problem [1, 2, 3, 4, 5, 13].

In the present work, a data completion problem for a diffusion-reaction partial differen-
tial equations (PDEs) was considered in a 2D domain. In a firststep, the classical KMF
(Kozlov, Maz’ya, Fomin) algorithm [13] is used to find an approximate solution to that
problem. In a second step, we use an alternative way by using conjugate gradient method
where a symmetric positive definite operatorA was designed. Obtained results are con-
firmed by some numerical tests under Matlab software.

2. DIRECT PROBLEM

Let Ω be an open bounded set inR2, with a smooth boundary∂Ω. We consider a
partition of this boundary∂Ω = Σ ∪ Γ whereΣ ∩ Γ = ∅, mes(Σ) 6= 0 and mes(Γ) 6= 0.
The domainΩ represents a channel filled up by a moving fluid,Σ is a fixed wall andΓ is
the input and output of the channel.Γ is taken to be straight and orthogonal to the axis of
the outlet (Figure 1).

Σ

Γ Ω
~n

FIGURE 1. The domainΩ represents the geometry of the considered
channel filled up by a moving fluid. All vertices belongs toΣ.

We are looking for finding a functionu solution of the well-posed problem defined as
follows:











−∇.(µ∇u) + σu = f in Ω
u = g on Σ

µ
∂u

∂n
= h on Γ

(1)



Boundary data completion for a diffusion-reaction equation 27

Wheref is the source function,µ is the diffusivity constant andσ is the reaction constant.
µ andσ assumed to be positive.~n is the outward-pointing normal vector. This direct
problem is well-posed, it has a unique solution untilf ∈ L2(Ω) and it can be solved by
direct method.

In order to outline the spectral element method, we first start with the variational formu-
lation of the direct problem (1). The solutionu is searched inU such that :

a(u, v) = l(v), ∀v ∈ V (2)

where the solution spaceU and the test function spaceV are given by

U = {u ∈ H1(Ω) : u = g on Σ}, V = {v ∈ H1(Ω) : v = 0 on Σ}

The bilinear form is

a(u, v) =

∫

Ω

(

µ∇u.∇v + σuv
)

dx,

and the linear form is

l(v) =

∫

Ω

fv dx +

∫

Γ

hv ds.

Denote byN the degree of interpolation andxi andyi, i = 1, · · · , N+1 are the associated
nodes, known as the Gauss-Lobatto Legendre points, which are the zeros of(1−x2)L′

N (x)
and(1− y2)L′

N (y), respectively.
Weights for Legendre-Gauss-Lobatto numerical integration are given by:

wi =
2

N(N + 1)

1

L2
N (xi)

, i = 1, · · · , N + 1

Denote byuij = u(xi, yj), andfij = f(xi, yj), for i, j = 1, · · · , N + 1. Thenu is ex-
panded in terms of the Lagrange interpolants based on the Legendre-Gauss-Lobatto points

uN (x, y) =

N+1
∑

i,j=1

uijhi(x)hj(y)

wherehi are the Lagrange interpolants.

The Galerkin approximation is to solve the discrete weak problem: FinduN ∈ UN such
that

aN (uN , vN ) := DN(uN , vN ) +RN (uN , vN ) = lN (vN )

where the formsDN(uN , vN ) = (µ∇uN ,∇vN )N , andRN (uN , vN ) = (σ uN , vN )N
corresponding to the diffusion and the linear reaction parts of the problem, respectively.
The discrete inner product(., .)N is defined by

(ϕ, ψ)N =

N+1
∑

m,n=1

wmwnϕ(xm, yn)ψ(xm, yn).

In the rest of the paper, for simplicity and without loss of generality, we will takeµ = σ =
1.
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3. INVERSE PROBLEM

Consider a partition of the part of the boundaryΓ = Γm ∪ Γu whereΓm ∩ Γu =
∅, mes(Γm) 6= 0 and mes(Γu) 6= 0. As the domainΩ represents a channel filled up
by a moving fluid,Σ is a fixed wall,Γm andΓu is the input and output of the channel,
respectively which are taken to be straight and orthogonal to the axis of the outlet (Figure
2).

Σ

Σ

ΓuΓm Ω
~n~n

FIGURE 2. The domainΩ represents a channel filled up by a moving
fluid. Σ is a fixed wall,Γm is the input of the channel andΓ is the output
of the channel.Γm andΓu are taken to be straight and orthogonal to the
axis of the outlet.~n is the outward-pointing normal vector. Note that all
vertices belongs toΣ.

Suppose that we have measurements of Dirichlet (T ) and Neumann boundary (Φ) condi-
tions on the input of the channel (Γm) and try to recover the missing data on the output of
the channel (Γu).

For (f, g,Φ, T ) ∈ L2(Ω) ×H
1

2 (Σ) × (H
1

2 (Γm))′ ×H
1

2 (Γm), the inverse problem is
given by :



















−∆u+ u = f in Ω
u = g on Σ

∂u

∂n
= Φ on Γm

u = T on Γm

(3)

Assuming that the data(Φ, T ) are compatible, i.e. this pair correspond exactly to the trace
and the normal trace of the same functionu that will be extended by a couple (ϕ, t) onΓu

which complete the problem (3) to



























−∆u+ u = f in Ω
u = g on Σ

∂u

∂n
= Φ, u = T on Γm

∂u

∂n
= ϕ, u = t on Γu

(4)
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4. THE CLASSICAL KMF ALGORITHM

Many performing numerical methods have been developed to overcome the ill-posed na-
ture of this kind of problem. In this paper, we revisit the classical KMF (Kozlov, Maz’ya,
Fomin) algorithm [13] (some applications in [7, 11, 14, 18]), known as an alternating
method by solving alternately two direct problems in order to approximate the missing
data on the boundary. The KMF algorithm used the following steps: Letτ0 ∈ H

1

2 (Γu) as
an initialisation for the Dirichlet boundary condition onΓu.

Loop

Stopping toleranceρ























−∆u(0) + u(0) = f in Ω

u(0) = g on Σ
∂u(0)

∂n
= Φ on Γm

u(0) = τ0 on Γu

?

η =
∂u(0)

∂n
|Γu























−∆u(2k−1) + u(2k−1) = f in Ω

u(2k−1) = g on Σ
u(2k−1) = T on Γm

∂u(2k−1)

∂n
= η on Γu

?

τ = u(2k−1)|Γu























−∆u(2k) + u(2k) = f in Ω

u(2k) = g on Σ
∂u(2k)

∂n
= Φ on Γm

u(2k) = τ on Γu

�

η =
∂u(2k)

∂n
|Γu

FIGURE 3. The classical KMF algorithm.
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In many applications the error cannot be evaluated since theanalytical solution is not known
and then a stopping tolerance is imposed such that

‖u(n+1) − u(n)‖L2(Γu) < ρ

whereρ is a positive small enough constant.
If (Φ, T ) are compatible thenu2k−1 = u2k when(η, τ) = (ϕ, t).
The cost function is a norm for controllingu(2k−1) − u(2k) on the hole domainΩ.

5. MINIMUM OF AN ENERGY FUNCTIONAL

To solve the problem (4), (ϕ, t) will be characterized as the minimum of an energy func-
tional [2, 3, 5, 7, 12, 14]. The approach is to consider, for a given pair(η, τ), two mixed
problems where their solutions are denoted byu1 andu2 and satisfying:



















−∆u1 + u1 = f in Ω
u1 = g on Σ
u1 = T on Γm

∂u1

∂n
= η on Γu

(5)



















−∆u2 + u2 = f in Ω
u2 = g on Σ

∂u2

∂n
= Φ on Γm

u2 = τ on Γu

(6)

and to construct an error functional based on the pair(η, τ) through the comparison of
the fieldsu1 andu2. These fields coincide only if the couple(η, τ) coincide with the real
data (ϕ, t) on the unmeasured boundaryΓu. That’s why we chosed to solve this Cauchy
problem as follows:















(ϕ, t) = argmin
η,τ

E(η, τ)

E(η, τ) := ‖u1 − u2‖
2
H1(Ω) =

∫

Ω

(∇u1 −∇u2)
2 +

∫

Ω

(u1 − u2)
2

u1, u2 are solution of systems(5)and(6), respectively

(7)

Note thatE(η, τ) is a convex quadratic positive functional attenuating its minimum at
u1 = u2.
Now, sinceu1 andu2 are solutions of (5) and (6), it is easy to derive a more simpleexpres-
sion of the error functional:

E(η, τ) = −

∫

Ω

∆(u1 − u2)(u1 − u2) +

∫

Γu

(η −
∂u2

∂n
)(u1 − τ)

+

∫

Γm

(
∂u1

∂n
− Φ)(T − u2) +

∫

Ω

(u1 − u2)
2

=

∫

Γu

(η −
∂u2

∂n
)(u1 − τ) +

∫

Γm

(
∂u1

∂n
− Φ)(T − u2)

The gradient of the error functional is then given by: For a pair (η, τ)

∂E(η, τ)

∂η
ψ =

∫

Γu

[u1 − τ ]ψ +

∫

Γm

∂w1

∂n
[T − u2]

∂E(η, τ)

∂τ
h =

∫

Γu

[
∂u2

∂n
− η]h+

∫

Γm

[Φ−
∂u1

∂n
]w2

(8)
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for all (h, ψ) ∈ H
1/2
00 (Γu)×H

−1/2
00 (Γu), and wherew1 andw2 solve



















−∆w1 + w1 = 0 on Ω
w1 = 0 on Σ
w1 = 0 on Γm

∂w1

∂n
= ψ on Γu

(9)



















−∆w2 + w2 = 0 in Ω
w2 = 0 on Σ

∂w2

∂n
= 0 on Γm

w2 = h on Γu

(10)

Problems (9) and (10) depend on the directionsψ andh.

The components of the gradient can be given in a more simple form by applying the
adjoint state method, that the gradient will be evaluated inany direction using only the
determination of two adjoint fieldsv1 andv2.

Proposition 1.

∂E(η, τ)

∂η
ψ = −2

∫

Γu

v1ψ and
∂E(η, τ)

∂τ
h = −2

∫

Γu

∂v2

∂n
h,

wherev1 andv2 solve



















−∆v1 + v1 = 0 in Ω
v1 = 0 on Σ
v1 = 0 on Γm

∂v1

∂n
=

∂u2

∂n
− η on Γu

(11)



















−∆v2 + v2 = 0 in Ω
v2 = 0 on Σ

∂v2

∂n
= 0 on Γm

v2 = u1 − τ on Γu

(12)

6. CONJUGATE GRADIENT ALGORITHM

In numerical analysis, the conjugate gradient method is an algorithm for solving systems
of linear equations whose matrix is positive symmetric definite. In numerical optimization,
the non-linear conjugate gradient method generalizes the conjugate gradient method to
non-linear optimization. For a quadratic functionΨ(x):

Ψ(x) =
1

2
xtAx− btx.

The minimum ofΨ is obtained when the gradient∇Ψ(x) = Ax− b is zero.

The idea is mainly based on subdividing the state fields into subsystems as the following
:

u1 = u01 + u∗1, u2 = u02 + u∗2

whereu∗1, u
∗

2, u
0
1 andu02 are solutions of the following systems



















−∆u∗1 + u∗1 = 0 in Ω
u∗1 = 0 on Σ
u∗1 = 0 on Γm

∂u∗1
∂n

= η on Γu

(13)



















−∆u∗2 + u∗2 = 0 in Ω
u∗2 = 0 on Σ

∂u∗2
∂n

= 0 on Γm

u∗2 = τ on Γu

(14)
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

















−∆u01 + u01 = f in Ω
u01 = g on Σ
u01 = T on Γm

∂u01
∂n

= 0 on Γu

(15)



















−∆u02 + u02 = f in Ω
u02 = g on Σ

∂u02
∂n

= Φ on Γm

u02 = 0 on Γu

(16)

Same, we sub-divise the adjoint fields into the following subsystems :

v1 = v01 + v∗1 , v2 = v02 + v∗2

wherev∗1 , v
∗

2 , v
0
1 andv02 in H1(Ω) are solutions of



















−∆v∗1 + v∗1 = 0 in Ω
v∗1 = 0 on Σ
v∗1 = 0 on Γm

∂v∗1
∂n

=
∂u∗2
∂n

− η on Γu

(17)



















−∆v∗2 + v∗2 = 0 in Ω
v∗2 = 0 on Σ

∂v∗2
∂n

= 0 on Γm

v∗2 = u∗1 − τ on Γu

(18)



















−∆v01 + v01 = 0 in Ω
v01 = 0 on Σ
v01 = 0 on Γm

∂v01
∂n

=
∂u02
∂n

on Γu

(19)



















−∆v02 + v02 = 0 in Ω
v02 = 0 on Σ

∂v02
∂n

= 0 on Γm

v02 = u01 on Γu

(20)

Consider the linear operatorA defined by

∀(η, τ) ∈ H
−

1

2

00 (Γu)×H
1

2

00(Γu), A(η, τ)T = −
(

v∗1(η, τ)|Γu
,
∂v∗2(η, τ)

∂n
|Γu

)T

.

Proposition 2. (1) The energy-like functional is expressed as

∀(η, τ) ∈ H
−

1

2

00 (Γu)×H
1

2

00(Γu), E(η, τ) = (η, τ)A(η, τ)T − 2b(η, τ)T + C0

with b =
(

v01 |Γu
,
∂v02
∂n

|Γu

)

, andC0 be a constant independent of(η, τ).

(2) A is a symmetric positive-definite operator

The Conjugate Gradient (CG) Algorithm

(1) Resolve systems (15)-(16)-(19)-(20) for one time.
(2) Choose an initial guessx0 = (η0, τ0). Resolve systems (13)-(14)-(17)-(18) and

computer0 = Ax0 − b.
(3) Setp0 = −r0.
(4) Fork = 0, 1, 2, ..., compute

αk =
rTk rk

pTkApk
xk+1 = xk + αkpk
rk+1 = rk + αkApk

βk+1 =
rTk+1rk+1

rTk rk
pk+1 = −rk+1 + βk+1pk
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(5) Resolve systems (13)-(14)-(17)-(18) and computeApk+1.

until convergence stopping criterion is satisfied (rk ≈ 0).
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u2k-1
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(A) loglog plot of theL2-relative
errors on the missed boundary of
the reconstructed solutions.

(B) Solution on the missed boundary.

FIGURE 4. This numerical experiment is performed on a rectangular do-
main[0, 1]× [0, π]. The number of nodes by each side isN = 18. Initial
conditionτ0 is chosen randomly. As we can see on the figure, the KMF
algorithm converges exponentially for only115 iterations and with an
error of order10−13.

7. NUMERICAL RESULTS

In this section we present some numerical tests which are in accordance with the theo-
retical given results. The implementation of this data recover method was carried out using
the spectral element method (SEM). All our numerical tests are validated on a rectangular
domain[xa, xb]× [ya, yb] for µ = σ = 1.
Recall that our idea consists in a minimization of an energy error functional using conju-
gate gradient method. It requires the resolution of four direct systems (15)-(16)-(19)-(20)
for one time and four direct systems (13)-(14)-(17)-(18) for each iteration however KMF’s
algorithm resolve only two direct systems. In order to proveits performance, we apply the
KMF-algorithm withE as a convergence criterion. It is seen that the number of iterations
of the KMF algorithm is clearly smaller that the number of iteration needed by our method.
We provide the behaviour of the error between the recovered and exact data on the unmea-
sured boundary of the domain (output).
In our first numerical test, we used the harmonic functionu(x, y) = ex sin(y) on the
rectangular domainΩ = [0, 1] × [0, π] wheref(x, y) = ex sin(y), T (y) = e sin(y) and
Φ(y) = −e sin(y). Figures 4(a) and 5(a) describe theL2-error between exact solution and
the approximated one using both KMF method and the proposed method, respectively. Fig-
ures 4(b) and 5(b) show the distribution of the reconstructed temperature and fluxes (using
both KMF method and our proposed method) on the unmeasured boundary,Γu, as well as
the exact ones. As it can be seen on all figures, the reconstructed solutions are close to the
exact ones. Eighteen nodes onΓu and Eighteen nodes onΓm are sufficient to recover the
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(A) loglog plot of theL2-relative
errors on the missed boundary of
the reconstructed solutions.

(B) Solution on the missed boundary.

FIGURE 5. L2-error for a randomly chosen initial conditionτ0 using the
proposed Conjugate gradient method. The polynomial degreeN = 18.
The method converges exponentially for about2800 iterations and with
an error of order10−4.

trace and the normal trace with the same accuracy.
In a second numerical test, we used the functionu(x, y) = (1+ x+ x2) sin(y) on the rect-
angular domainΩ = [0, 1] × [0, 2π] wheref(x, y) = (2x + 2x2) sin(y), T (y) = sin(y)
andΦ(y) = − sin(y). Figures 8(a) and 9(a) describe theL2-error between exact solution
and the approximated one using both KMF method and the proposed method, respectively.
Figures 8(b) and 9(b) show the distribution of the reconstructed temperature and fluxes
(using both KMF method and our proposed method) on the unmeasured boundary,Γu, as
well as the exact ones. Note that the reconstructed fields arein close agreement with the
exact ones. Gap between the exact and the reconstructed solution using KMF is presented
in Figure 10. The gap between the exact and the reconstructedsolutionsu1 andu2 using
the Conjugate gradient method is presented in Figure 12. As it can be seen on these figures,
the highest values are related the unmeasured boundaryΓu (right side).
Eighteen nodes onΓu and Eighteen nodes onΓm are enough to recover the temperature
and the flux with the same accuracy.

Here, we add a numerical test for the case whereσ = 10 using the KMF algorithm.

8. CONCLUSION

We proposed in this work a data completion problem for a diffusion-reaction partial dif-
ferential equations (PDEs) in a 2D domain based on the minimization of an energy error
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FIGURE 6. Gap between the exact and the reconstructed solution using
KMF on [0, 1]×[0, π]where the number of nodes by each side isN = 18.
As it can be seen on the gap that highest values are related theunmea-
sured boundaryΓu (right side). Highest values are about6× 10−12.

functional using the conjugate gradient method. This method is undoubtedly versatile, ac-
curate and can be developed for other operators as well as in 3D situations. The peculiarity
of this method lies in the simultaneous treatment of reconstituted traces and normal traces:
both are well recovered.
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APPENDIX A. A PPENDIX

This appendix provides the mathematical proofs of Proposition 1 and Proposition 2.

A.1. Proof of Proposition 1.

∂E(η, τ)

∂η
ψ = 2

∫

Ω

(∇u1 −∇u2)∇w1 + 2

∫

Ω

(u1 − u2)w1

= −2

∫

Ω

(∆u1 −∆u2)w1 + 2

∫

Γu

(
∂u1

∂n
−
∂u2

∂n
)w1 + 2

∫

Ω

(u1 − u2)w1

= 2

∫

Γu

(
∂u1

∂n
−
∂u2

∂n
)w1
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FIGURE 7. Gap between the exact and the reconstructed solutionsu1
andu2 using the Conjugate gradient method on[0, 1]× [0, π] where the
number of nodes by each side isN = 18. As it can be seen on the gap
that highest values are related the unmeasured boundaryΓu (right side).
Highest values are about10−3.

= 2

∫

Γu

(η −
∂u2

∂n
)w1

= −2

∫

Γu

∂v1

∂n
w1

= −2

∫

Ω

∇v1∇w1 − 2

∫

Ω

∆v1w1

= −2

∫

Ω

∇v1∇w1 − 2

∫

Ω

v1w1

= 2

∫

Ω

∆w1v1 − 2

∫

Γu

∂w1

∂n
v1 − 2

∫

Ω

w1v1

= −2

∫

Γu

∂w1

∂n
v1 = −2

∫

Γu

v1ψ
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FIGURE 12. L2-error for u(x, y) = ex sin(y) on the rectangular do-
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∂E(η, τ)

∂τ
h = −2

∫

Ω

(∇u1 −∇u2)∇w2 − 2

∫

Ω

(u1 − u2)w2

= 2

∫

Ω

∆w2(u1 − u2)− 2

∫

Γu

∂w2

∂n
(u1 − u2)− 2

∫

Ω

(u1 − u2)w2

= −2

∫

Γu

∂w2

∂n
(u1 − u2)

= −2

∫

Γu

∂w2

∂n
(u1 − τ)

= −2

∫

Γu

∂w2

∂n
v2

= −2

∫

Ω

∆w2v2 − 2

∫

Ω

∇w2∇v2

= −2

∫

Ω

w2v2 + 2

∫

Ω

w2∆v2 − 2

∫

Γu

∂v2

∂n
w2

= −2

∫

Ω

w2v2 + 2

∫

Ω

w2v2 − 2

∫

Γu

∂v2

∂n
w2

= −2

∫

Γu

∂v2

∂n
w2 = −2

∫

Γu

∂v2

∂n
h
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A.2. Proof of Proposition 2.

E(η, τ) =

∫

Ω

(∇u1 −∇u2)
2 +

∫

Ω

(u1 − u2)
2

= −

∫

Ω

(∆u1 −∆u2)(u1 − u2) +

∫

Γm∪Γu

(
∂u1

∂n
−
∂u2

∂n
)(u1 − u2) +

∫

Ω

(u1 − u2)
2

=

∫

Γm

(
∂u1

∂n
−
∂u2

∂n
)(u1 − u2) +

∫

Γu

(
∂u1

∂n
−
∂u2

∂n
)(u1 − u2)

=

∫

Γm

(
∂u1

∂n
− Φ)(T − u2) +

∫

Γu

(η −
∂u2

∂n
)(u1 − τ)

=

∫

Γm

(
∂u1

∂n
T − ΦT +Φu2 −

∂u1

∂n
u2) +

∫

Γu

(η −
∂u2

∂n
)(u1 − τ)

Now, by applying Green formula to the term
∂u1

∂n
u2, one obtains

∫

Γm

∂u1

∂n
u2 =

∫

Ω

∆u1u2 +

∫

Ω

∇u1∇u2 −

∫

Γu

∂u1

∂n
u2 −

∫

Σ

∂u1

∂n
u2

=

∫

Ω

(u1 − f)u2 −

∫

Ω

u1∆u2 +

∫

Γm

∂u2

∂n
u1 +

∫

Γu

∂u2

∂n
u1 +

∫

Σ

∂u2

∂n
u1 −

∫

Γu

ητ −

∫

Σ

∂u1

∂n
g

=

∫

Ω

(u1 − f)u2 −

∫

Ω

u1(u2 − f) +

∫

Γm

∂u2

∂n
u1 +

∫

Γu

∂u2

∂n
u1 +

∫

Σ

∂u2

∂n
u1 −

∫

Γu

ητ −

∫

Σ

∂u1

∂n
g

=

∫

Ω

f(u1 − u2) +

∫

Γm

ΦT +

∫

Γu

(
∂u2

∂n
u1 − ητ) +

∫

Σ

(
∂u2

∂n
−
∂u1

∂n
)g

Thus, the energy functional becomes

E(η, τ) =

∫

Γm

(
∂u1

∂n
T − ΦT +Φu2 −

∂u1

∂n
u2) +

∫

Γu

(η −
∂u2

∂n
)(u1 − τ)

= −

∫

Ω

f(u1 − u2) +

∫

Σ

(
∂u1

∂n
−
∂u2

∂n
)g +

∫

Γm

(
∂u1

∂n
T − 2ΦT +Φu2)

+

∫

Γu

(η −
∂u2

∂n
)(u1 − τ) +

∫

Γu

(ητ −
∂u2

∂n
u1)

= −

∫

Ω

f(u1 − u2) +

∫

Σ

(
∂u1

∂n
−
∂u2

∂n
)g +

∫

Γm

(
∂u1

∂n
u01 − 2ΦT +

∂u02
∂n

u2)

+

∫

Γu

(η −
∂u2

∂n
)(u1 − τ) +

∫

Γu

(ητ −
∂u2

∂n
u1)

As before, apply Green formula to terms
∂u1

∂n
u01 and

∂u02
∂n

u2, one obtains

∫

Γm

∂u1

∂n
u01 =

∫

Ω

f(u1 − u01) +

∫

Γm

∂u01
∂n

T +

∫

Σ

(
∂u01
∂n

−
∂u1

∂n
)g −

∫

Γu

ηu01

∫

Γm

∂u02
∂n

u2 =

∫

Ω

f(u02 − u2) +

∫

Γm

Φu02 +

∫

Σ

(
∂u2

∂n
−
∂u02
∂n

)g −

∫

Γu

τ
∂u02
∂n
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Then

E(η, τ) =

∫

Ω

f(u02 − u01) +

∫

Γm

(
∂u01
∂n

T − 2ΦT +Φu02) +

∫

Σ

(
∂u1

∂n
−
∂u2

∂n
+
∂u2

∂n
−
∂u02
∂n

+
∂u01
∂n

−
∂u1

∂n
)g

+

∫

Γu

[

(η −
∂u2

∂n
)(u1 − τ) + (ητ −

∂u2

∂n
u1)− ηu01 − τ

∂u02
∂n

]

=

∫

Ω

f(u02 − u01) +

∫

Γm

(
∂u01
∂n

T − 2ΦT +Φu02) +

∫

Σ

(
∂u01
∂n

−
∂u02
∂n

)g

+

∫

Γu

[

η(u1 − u01) + τ(
∂u2

∂n
−
∂u02
∂n

)− 2
∂u2

∂n
u1

]

LetC0 =

∫

Ω

f(u02−u
0
1)+

∫

Γm

(
∂u01
∂n

T −2ΦT +Φu02)+

∫

Σ

(
∂u01
∂n

−
∂u02
∂n

)g−2

∫

Γu

∂u02
∂n

u01,

and using the fact thatu1 = u∗1 + u01 andu2 = u∗2 + u02, we obtain

E(η, τ) =

∫

Ω

f(u02 − u01) +

∫

Γm

(
∂u01
∂n

T − 2ΦT +Φu02) +

∫

Σ

(
∂u01
∂n

−
∂u02
∂n

)g

+

∫

Γu

[

ηu∗1 + τ
∂u∗2
∂n

− 2(
∂u∗2
∂n

+
∂u02
∂n

)(u∗1 + u01)
]

=

∫

Ω

f(u02 − u01) +

∫

Γm

(
∂u01
∂n

T − 2ΦT +Φu02) +

∫

Σ

(
∂u01
∂n

−
∂u02
∂n

)g − 2

∫

Γu

∂u02
∂n

u01

−2

∫

Γu

(
∂u∗2
∂n

u01 +
∂u02
∂n

u∗1) +

∫

Γu

[

ηu∗1 + τ
∂u∗2
∂n

− 2
∂u∗2
∂n

u∗1

]

= C0 − 2

∫

Γu

(
∂u∗2
∂n

u01 +
∂u02
∂n

u∗1) +

∫

Γu

[

ηu∗1 + τ
∂u∗2
∂n

− 2
∂u∗2
∂n

u∗1

]

= C0 − 2

∫

Γu

(
∂u∗2
∂n

v02 +
∂v01
∂n

u∗1) +

∫

Γu

[

(η −
∂u∗2
∂n

)u∗1 + (τ − u∗1)
∂u∗2
∂n

]

= C0 − 2

∫

Γu

(
∂u∗2
∂n

v02 +
∂v01
∂n

u∗1)−

∫

Γu

[∂v∗1
∂n

u∗1 + v∗2
∂u∗2
∂n

]

Then by applying Green formula to terms
∂u∗2
∂n

v02 ,
∂v01
∂n

u∗1,
∂v∗1
∂n

u∗1 andv∗2
∂u∗2
∂n

,
∫

Γu

∂u∗2
∂n

v02 =

∫

Ω

∆u∗2v
0
2 +

∫

Ω

∇u∗2∇v
0
2 =

∫

Ω

u∗2v
0
2 −

∫

Ω

u∗2∆v
0
2 +

∫

Γu

∂v02
∂n

u∗2 =

∫

Γu

∂v02
∂n

τ

∫

Γu

∂v01
∂n

u∗1 =

∫

Ω

∆v01u
∗

1 +

∫

Ω

∇v01∇u
∗

1 =

∫

Ω

v01u
∗

1 −

∫

Ω

v01∆u
∗

1 +

∫

Γu

∂u∗1
∂n

v01 =

∫

Γu

ηv01

∫

Γu

∂v∗1
∂n

u∗1 =

∫

Ω

∆v∗1u
∗

1 +

∫

Ω

∇v∗1∇u
∗

1 =

∫

Ω

v∗1u
∗

1 −

∫

Ω

v∗1∆u
∗

1 +

∫

Γu

∂u∗1
∂n

v∗1 =

∫

Γu

ηv∗1

∫

Γu

∂u∗2
∂n

v∗2 =

∫

Ω

∆u∗2v
∗

2 +

∫

Ω

∇u∗2∇v
∗

2 =

∫

Ω

u∗2v
∗

2 −

∫

Ω

u∗2∆v
∗

2 +

∫

Γu

∂v∗2
∂n

u∗2 =

∫

Γu

τ
∂v∗2
∂n

the final expression of the energy functional becomes

E(η, τ) = C0 − 2

∫

Γu

(ηv01 + τ
∂v02
∂n

)−

∫

Γu

(ηv∗1 + τ
∂v∗2
∂n

) = C0 − 2b(η, τ)T + (η, τ)A(η, τ)T

Concerning the symmetry ofA, let (η, τ), (ψ, h) ∈ H
−

1

2

00 (Γu)×H
1

2

00(Γu). It is easy to see
that
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(

A(η, τ)T , (ψ, h)T
)

=

∫

Ω

(∇u∗1(η, τ) −∇u∗2(η, τ))(∇u
∗

1(ψ, h)−∇u∗2(ψ, h))

+

∫

Ω

(u∗1(η, τ) − u∗2(η, τ))(u
∗

1(ψ, h)− u∗2(ψ, h))

=

∫

Ω

(∇u∗1(ψ, h)−∇u∗2(ψ, h))(∇u
∗

1(η, τ) −∇u∗2(η, τ))

+

∫

Ω

(u∗1(ψ, h)− u∗2(ψ, h))(u
∗

1(η, τ)− u∗2(η, τ))

=
(

(η, τ)T , A(ψ, h)T
)

Now, in order to prove thatA is a positive-definite operator, consider(η, τ) 6= (0, 0)
then

(

A(η, τ)T , (η, τ)T
)

=

∫

Ω

(∇u∗1 −∇u∗2)
2 +

∫

Ω

(u∗1 − u∗2)
2 ≥ 0

Suppose that
(

A(η, τ)T , (η, τ)T
)

= 0 thenu∗1 = u∗2 which implies that
(

u∗1(η, τ)|Γm
,
∂u∗1(η, τ)

∂n
|Γm

)

= (0, 0) then by using Holmgren’s uniqueness theorem,

u∗1 = u∗2 = 0 which is impossible because
(

u∗1(η, τ)|Γu
,
∂u∗2(η, τ)

∂n
|Γu

)

6= (0, 0). Thus,
(

A(η, τ), (η, τ)T
)

> 0 and the proof is completed.
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