Punjab University Journal of Mathematics (2022),54(7),455-475
https://doi.org/10.52280/pujm.2022.540703

Similarity Measures based on the Novel Interval-valued Picture Hesitant Fuzzy Sets
and their Applications in Pattern Recognition

Zeeshan Ahmad
Department of Mathematics and Statistic
International Islamic University islamabad, Pakistan
Email: zeeshan.msma435@iiu.edu.pk

Tahir Mahmood
Department of Mathematics and Statistic
International Islamic University islamabad, Pakistan
Email: tahirbakhat@iiu.edu.pk

Kifayat Ullah
Department of Mathematics and Statistic
International Islamic University islamabad, Pakistan
Email: kifayat.phdma72@iiu.edu.pk

Naeem Jan
Department of Mathematics and Statistic
International Islamic University islamabad, Pakistan
Email: naeem.phdma73@iiu.edu.pk

Received: 23 July, 2019 / Accepted: 17 June, 2022 / Published online: 29 July, 2022

Keywords:Interval valued picture fuzzy set; Hesitant fuzzy set; Interval valued picture
hesitant fuzzy set; SM; pattern recognition

1. INTRODUCTION

In [62] defined the notion of fuzzy set (FS), which is based on a characteristic map-
ping having the grade membership for the element belongif@ t9. In FS the grade of
non-membership can also be calculated by the subtracting the membership grade from 1.
To extend the notion of FS, Atanassov [2] gave the idea of the intuitionistic FS (IFS) by
adding an additional grade of non-membership for an object with the condition that the sum
of both grades should be from the intery@l1]. In the FS and IFS there are only single
values for both grades and consequently the researchers extended the framework of the IFS
to the interval-valued IFS (IVIFS). In mathematics the FS theory has great importance and
attracted researchers to itself. Hence there are many developments of FS and IFS that have
been introduced by them. Gorza&zany [11] introduced the idea of the IVFS and devel-
oped some operation for the numbers belonging to the IVFS. The element of IVFS has the
characteristic mapping having grade in the form of interval from O to 1. In 1989, Atanassov

455



456 Z. Ahmad, T. Mahmood, K. Ullah and N. Jani

and Gargov developed the concept of IVIFS [3] and also described some basic operations
and their properties of IVIFS. Which has two functions, grade of membership and grade of
non-membership whose values are intervals and it must be contained on the interval from O
to 1. Further the sum of grade of membership and grade of non-membership must be con-
tained on the interval from 0 to 1. Therefore, IVFS and IVIFS are the generalization of the
notion of FS and IFS. Moreover, some novel interactive hybrid weighted was introduced by
Li et al. [22] by discussing its application in the decision making. In [8] Garg introduced
some aggregation operators by using trigonometric operation for g-rung orthopair fuzzy
set. While an algorithm for selecting the anti virus mask for COVID-19 was developed by
Yang et al. [60] by using the Spherical fuzzy set. Some interesting literature can be found
inthe [21, 9, 16, 10, 17, 59, 54, 14]. Because of some restrictions on the notion of FS and
IFS, Cuong introduced the concept of PFS [5] such as in the human opinions where as an
IFS can be only phenomena of yes or no types. But on the other hand PFS can describe the
phenomena having four types, i.e., right, wrong, abstinence and refusal. There are three
types of the mappings in PFS for an object to show its membership, abstinence and the
non-membership to the set belonging from the interval from 0 to 1. In case of PFS the
sum of grade of membership, grade of neutral membership and grade of non-membership
must belong on the interval from 0 to 1. Thus PFS is the direct generalization in Refer-
ences [1,2]. Further we know that in case of PFS all functions are as single values. So
due to these limitations Cuong defined the concept of IvPFS [6] and also introduced some
basic operations of IvPFS. Similarly IvPFS has also three types functions, such as grade
of membership, grade of neutral membership and grade of non-membership whose values
are intervals and it must be contained on the interval from O to 1. Moreover, the sum of
grade of membership, grade of neutral membership and grade of non-membership must be
contained on the interval from 0 to 1. Therefore, IVPFS is the extension of the idea of PFS.
The related literature can be found in [52] to [23]. The notion of the hesitant fuzzy set
(HFS) was developed by the Torra and Narukawa [25] in 2009. In the HFS the membership
mapping gives us a subset having elements from 0 to 1 when it is applied to the element of
the universal set. Hence we may say that the HFS is the generalized form of the FS. Due to
this characteristics the HFS has been widely used by researchers. For example in [26] Ullah
et al. developed bipolar HFS and then Mahmood et al. [27] some aggregation operators
by using cubic HFS with its application in decision making. Similarly, the HFS has been
used by Alcantud et al. [1] and developed some theorems and extension peinciples. Further
the interval-valued neutrosophic HF Einstein Choquet integral operator was developed by
Kakati et al. [20]. Some interesting work on HFS can be found in the [28, 29, 30]. The
idea of interval-valued Pythagorean HFS has developed an applied to the decision making
by Zhang et al. in [63]. Some of the problems in the real world could not be specified
by on the fuzzy framework. The intuitionistic HFS (IHFS) and its application in decision
making have been discussed in [31]. Similarly, the idea of IVHFS has been proposed by
the Farhadinia in [32]. Further the interval-valued IHFS has been developed by Zhang in
[33] and then picture HFS has described and applied in the decision making by Wang and
Li in [34]. Some remarkabile literature can be found from[35] to [38]. The interesting and
the important topic that describes the grades of thr similarity of the elements is SM. SM
has vast application in real life problems like diagnosis problems, recognition of patterns,
clustering etc. The concept of entropy and SM for the IVFS was developed by Zeng et al.
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in [39]. In [40] applied the concept of IVHFS to the decision making by using the concept
of the SM. The application of the SM in the pattern recognition for the framework of the
IVIFS has been discussed in [41]. Similarly, some application of SM in the decision making
problems for the framework of IVIFS by Liu et al. [42]. In addition, the SM for T-Spherical

FS and its application is the pattern recognition have been discussed in [43] and Chen et
al. [44] introduced distance and SM for IHFSs while Zhai et al. [45] proposed measures of
probabilistic IVIHFSs and their applications in reducing excessive medical examinations.
Recently, Ahmad et al. [46] developed the concept of SM for PHFSs and studied their ap-
plications in pattern recognition. Saikia et al. [51] investigated some intuitionistic hesitant
fuzzy distance measure for MADM. Krishankumar et al. [47] studied MADM problem
using double hierarchy in hesitant fuzzy linguistic environment while Garg and Arora [48]
developed some McLaurin symmetric mean operators in using dual hesitant fuzzy soft sets.
The interesting literature can be founf in [49, 50, 4, 56, 18, 61, 7, 53, 19, 15, 55]. In this
article, we observed that there are some restrictions on the SM developed for PFSs in [57]
and could not applicable to the information in the form of IVPHFSs. To deal with this lim-
itations, we introduced the concept of IVPHFS and proposed some new SM such as cosine
SM, grey SM and set-theoretic SM for IVPHFSs. Further some weighted SM are also in-
troduced where weight of the attributes are considered. The SM in [57] become the special
cases of the proposed SM. This manuscript has 8 different sections. In section first, we
discussed the existing concepts in details. In section two, we studied some basic defini-
tions of IVFS, IVIFS, IVPFS, IVHFS and IVIHFS. In section three, we proposed the concept
of IvPHFS along with some basic operations and remarks. In section four, we introduced
some new SM for IVPHFSs which are based on the existing SM of PFSs. Section five is
based on the applications of SM of IVPHFSs in a building material recognition problem.
In section six, the comparative study of the proposed work is established. In section seven,
some advantages of the new work are discussed. Finally, the article ends with some future
directions and conclusive remarks.

2. PRELIMINARIES

In this section, we study some basic definitions and notions related to IVFS, IVIFS,
IVPFS, IVHFS and IVIHFS. The means &f in this study is the universal set and of«a
andn denote the membership degree, neutral degree and non-membership degree for each
element of the universal séf, whose values are intervals and it always contained on the
interval from 0 to 1. Further we denote that,a~,n~ and=™,a™*,n" the lower and
upper limit of r, «, y for each element of the universal set X respectively.

2.1. Definition[11]. An IVFS P on X is of the shape® = {(X,7p (¢)) |e € X}, where
mp (e) = [7p (€), 7} (e)] C [0,1] provided that) < 7} (e) < 1 for all elements € X
and is called grade of membership of the elemeatX to P. Moreover,(r) is said to be
IVEN.

2.2. Definition [3]. An IVIFS P on X is of the formP = {(X,7p (e),np (e)) | sinX},
wherenp (¢) = [n5 (e),mh (e)] C [0,1] andnp (e) = [0, (e),np (e)] C [0,1] pro-
vided that0 < 75 (e) + 1} (e) < 1 forall e € X and are called grade of membership and
grade of non-membership efe X to P. Moreover,(r,n) is said to be IVIFN.
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2.3. Definition[6]. AnIvPFSP onX isofthe formP = {< X,7p (e),ap (e),np (e) >

le € X}, whererp (s) = [rp (e), 7} (e)] C [0,1],ap (e) = [ap (e),af (e)] C [0,1]

andnp (e) = [np (e),nf (e)] € [0,1] given0 < 7 (e) + a} (e) + nf (e) < 1 forall

e € X and are called grade of membership, degree of neutral membership and grade of
non-membership of the element X to P. Moreover,(, a, n) is said to be IvPFN.

2.4. Definition [32]. AnIVHFS P on X is of the formP = {(X, hp (e)) |e € X}, where
hp (e) is a set of some different interval values|in 1], denoting the grade of member-
ship of the element € X to P. Moreover,hp (e) is called interval-valued hesitant fuzzy
number (IVHFN).

2.5. Definition [33]. AnIvIHFS P on X is of the formP = {(X,hp (e)) |e € X}, where
hp (e) is a set of IVIFNs of some different interval values|in1], denoting the grade of
membership and grade of non-membership of the elementX to P. Moreover,hp (e)
is called interval-valued intuitionistic hesitant fuzzy number (IvVIHFN).

2.6. Definition [16]. Let[s,,ta]s [sp,ts] € [0, 1]. Then we defined as:

a: [Saata} S [Sb,tb] ) iff Sa S Sbvta S tb
b: [Savta] = [Sbvtb} ) iff Sa = tluta i tb

C. [Sa,ta] = [Sb,tb] R iff Sq = Sb,ta =1

3. INTERVAL-VALUED PICTURE HESITANT FUzzyY SETS

The aim of this section is to present the notion of IVPHFS as a generalization of IVIHFS.
Some basic operations on IVPHFSs are also described and their results are studied. An
IVPHES has three types of functions, grade of membership denoteddrgde of neutral
membership denoted hy as well as grade of non-membershjifior each element of the
universal setX whose values are closed subintervals of [0, 1]. Further we establish that
7~,a~,n~ denotes the lower limit ofr, o, and7+, o™, n™ denotes the upper limit of
7, ar, 1) for each element of the universal sétrespectievly. Moreover, IVPHFS(X) denote
the set of all IVPHFSs of the universal sétrespectively. The proposed concept of IVPHFS
and their basic operations are demonstrated with the help of some examples and with the
help of some remarks we prove that IVPHFS is the generalization of FS, IFS, PFS, IVHFS
and IVIHFS.

3.1. Definition. An IVPHFS P on X is of the formP = {(X,hp (e))|e € X}, where
hp (e) is a set of IVPFNs of some different interval valueg(nl], denoting the grade of
membership, grade of neutral and grade of non-membership of the elerger to P.
Moreover,hp (e) is called interval-valued picture hesitant fuzzy number (IVPHFN).

3.2. Remark. In definition 3.1, when

(1) ap(e) =[0,0] forall e € X. Then IVPHFS becomes to IVIHF

(2) ap(e) =np(e) =1[0,0] forall e € X. Then IVPHFS becomes to IVHFS

(3) mp (e) =74 (e),ap (e) = af (e) ,np (e) = 0} (e) forall s € X. Then IVPHFS
becomes to PFS

(4) mp (e) = 75 (e) andnp (€) = 0} (e) andap (e) = [0,0] foralle € X. Then
IVPHFS becomes to IFS
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(5) 7p (e) = 75 (e) andap (e) = np(e) = [0,0] for alle € X. Then IVPHFS
becomesto FS

This remark clarifies that IVIHFS, IVHFS, PFS, IFS and FS are the special cases of
IVPHFS. Another useful generalization in the literature is interval valued neutrosophic hes-
itant fuzzy set (IVNHFS) [20, 28] which also has grade of membership, grade of neutral
membership and grade of non-membership. The main difference these two concepts is that
in case of IVPHFS, we do have a refusal degree while in case of IVNHFS there is no con-
cept of refusal degree. This addition of refusal degree drastically affects the results which
explained in detail in the PhD thesis of Ullah [54].

3.3. Example. Let X = {ej, ea,e3,e4}. Then an IVPHFSP on X is defined as:

(e1,[0.10,0.15], [0.12,0.20], [0.30, 0.50]),
p_ ] (e2,]0.11,0.13],(0.30,0.37], [0.20,0.50)),
=\ (es,[0.25,0.30],[0.35,0.50], [0.12, 0.20]),
e4,]0.25,0.35], [0.30, 0.45], [0.12, 0.15))

3.4. Definition. For two IVPHFNSP = (7p, ap,np) and@ = (wg, ag,ng), we have
1.PCQiff mp(e) < mg (e) , T (€) < 7r5 (e),ap(e) < ag(e) ,ab (e) < af(e) and

np (€) = ng () ,nf (e) = (e) Ve € X,
2. P=Qiff PCQand@ C P,

. max (w; (e),mg (e)) , min (a; (e),aq (e)) )
3. PUQ = < L <7TI+D “ m§ (6)) |

4.PAQ - < “ |: min (W; (6)771'5 8)) ](’

5. P = {{e.nr (€) ,ap () , 7p () |e € X}

3.5. Example. Let P = {(ey, [0.10,0.30], [0.30, 0.40], [0.10, 0.20]) , (e2, [0.13,0.17], [0.22,0.27], [0.30, 0.40]) }
and@ = {(e1, [0.00, 0.20], [0.10, 0.20], [0.30, 0.60]) , (e2, [0.20, 0.25], [0.12,0.30], [0.35, 0.45]) }

be the two IvPHFNSs. Then

1. P¢ = {([0.10, 0.20], [0.30, 0.40], [0.10, 0.30]) , ([0.30, 0.40], [0.22, 0.27],[0.13,0.17]) }

2. PUB = {(]0.10,0.30], [0.10, 0.20], [0.10, 0.20]) , ([0.20, 0.25], [0.12, 0.27], [0.30, 0.40] ) }

3. PnQ = {(]0.00, 0.20], [0.10, 0.20], [0.0.30,0.60]) , ([0.13,0.17],[0.12,0.27], [0.35, 0.45]) }

4. SIMILARITY MEASURES FORIVPHFS

The aim of this section is to develop some SM for IVPHFSs as generalization of SM of
PFSs. In our study we denote the set of all IWVPHFNs on the universal set X by IVPHFS(X).
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Further with the help of some remarks we developed the SM for IVIHFSs. Moreover, we
identify the concepts of SM for IVPHFS are demonstrated by the help of some examples.

4.1. Cosine Similarity Measures. In this portion, we shall propose some SM of IVPHFSs
which are generalizations of corresponding work on PFS [57].

4.1.1. Definition. For P, €lvVPHFS
CIluPHFS (P,Q) = %Zn

i=1

TP

—~

+1p (€i) ng (e:)

e) mg (e:) +p (e0) mh (e) + ap (e:) ag (e:) + afb (ei) afy (eq)

(X), we define the cosine SM as:

np (e) g (ed)

mcceecee

(ap (e0))” + (a

Mccccccceeee

(775 (ei))2 + (71‘32 (ei))2 +
(ag )+ (ad () +

(5 ()" + ( (ngg (ei))2 + (775 (ei))2

The cosine SM for IVPHFSs satisfies the following conditions of SM :

(1) 0 < Clypyrs (PQ) <1

() Clopurs (P.Q) = Cl,pyps (@, P)

() Clopurs (P,Q)=1iff P=Q,i=1,2,3,...,n

@) P CQCC thenClpyps(P,C) < Clyppps (P,Q) andCl,pyps (P,C)
< Clopurs (Q.C)

Proof. The proof of first two conditions is obvious. For condition no. (3), let ABPPHFS(X).
WhenP = Q that is7p (61) = TQ (61) ,ap (61) = aqQ (61) , Np (61) = 1NQ (61) this im-
pliesthatry (e;) = T (e;) ,w;g (e;) = 7T5 (e:),ap (&)= ag (e:), a; (e;) = ag (e:),np (&) =
ng (ei),np (ei) = 1) (e;) fori=1,2,3 ... ,n. Hence from equation (1), we know that

CII'UPHFS (Pv Q)

. Ty (e) mp (e:) + mh (e0) 1h (ed) + ap () ap (e:) +
_ 1 3 ap (e;) af (e:) +np (e) np (e:) + 15 (e0) np (ei)
I ) mEe)) | (e () (b ()
+ (ap (ei))2 + (o (6i))2 |+ (ep (ei))2 + (o (ei))2
+ (np (€)” + (nf (&) +(np (e))” + (nf (1)
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The fourth condition is obvious as geometrically, the anglé’af’ is greater than that of
P,QandQ, C. Hence therefore}}, »rs (P, C) < Cl,purs (P,Q)andC}, pyps (P,C) <
CllvPHFS (@.C) O

4.1.2. Definition. For P, Q €lvPHFS(X), we define the weighted cosine SM as:

WIlvPHFS (Pv Q)

Tp (e) mg () + 7 (e:) 75 (ed) + ap (ei) ag (ei) +
_ zn:wz ap (ei) ad (e) +np (ei) ng (si) +np (si) nf (e) @)
- (75 (ei))2 + (7 (ez))2 (FE? (ei)) 2+ (Wg (e:) )
+(ap (e))’+ (af ()" - | +(ag(e)) + (o (e))
— (2 + (e:))? 2 2
+ (np (€)™ + (np (&) + (775 (61)) 4 (7]-5 (ei))

By takingw; = % the equation (2) reduces to equation (1). The weighted cosine SM for
IVPHFSs satisfies the properties of SM as follows:

(D) 0< Wi pprs (P,Q) <1
(2) WlluPHFS (P, Q) = WlluPHFS (Q, P)
3 WllvPHFS (PQ)=1iff P=Q,i=1,2,3...,n

Proof. Proof is straightforward. O

4.1.3. Remark The definition 4.1.1 reduces to cosine SM of IVIHFS, if we assume that
ap = ag = [0,0] and we write it as:
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ClleHFS (PvQ)

Tp (e:) 775 (i) + 7TP (e:) 7TQ (e:)
_ l Z +1p (e:) 77 (ei) + 77P (e:) 77Q (ei)
n “ 2
=l \/ (7p (67;))2;- (7} (67;))22 . (ﬂ'Q s ) 2+ (ﬂ'Q e ) )
+ (np (€)” + (nf () ( (eg) (nQ(eg)

4.1.4. Example LetP = {(e1,[0.00,0.10], [0.10,0.20], [0.20, 0.30]) , (e2,[0.10,0.20], [0.20, 0.40],
[0.30,0.40]), (es, [0.20, 0.50], [0.00,0.10], [0.20, 0.40]) } and@ = {(ey, [0.20,0.25], [0.25, 0.30], [0.35, 0.45]),
(e, [0.10,0.20], [0.40, 0.60], [0.00, 0.20]), (es,[0.12,0.14],[0.30,0.50], [0.20,0.26])} be

the two IVPHFSs on the universal s€t= {e;, o, e3, e4}. Then by using Eq. (1), we get

Cloprrs (P.Q) = 0.7841

4.2. Set—Theoretic SM.. In this section, we introduced another kind of SM and weighted
SM. The work developed in this section is a generalization of a similar research on PFS
proposed in [57].

4.2.1. Definition.
For P, Q €lvPHFS X)), we define set-theoretic SM as:

C%UPHFS (A,B) = %22:1

w5 (e) mg () + 7p
+ap (e )ozg2 Eei

~

+np (€) ng (€

N
~—

2 2
+(ap (el)) + (ap (e))
§ +(1p (e)” + (nf (e2)” _ o) §
- + (77@ (ei>) + (77@ (%‘)) -
The set-theoretic SM for IVPHFSs satisfies the following properties of SM:
(1) 0< C2ppypes (P,Q) <1
(2) C%UPHFS (PQ)= C?UPHFS (@, P)
) C? pyrs (P,Q)=1iff P=Q,i=1,2,3,...,n
(4) PCQCC thenCy, pyps (P.C) < CF,pyps (P.Q) andC,pyps (P.C)
S C'121)PHFS (Q,C) .

%é (75 (e 2 e (ei))z %é (ré (&:))2 + (71'5 (ei)>22 é%
, T (e,

Proof. Similar O



Some Similarity Measures of Interval-Valued Picture Hesitant Fuzzy Sets and Their Applications in Pattern Recognition

463

4.2.2. Definition.
For P, Q €lIvVPHFS(X), we define the weighted set-theoretic similarity measure as:

W32 purs (P.Q) =31 W,;

2 2
+ (ng (en) + (n6 ()
By takingw; = % the equation (5) reduces to equation (4). The weighted set-theoretic
SM for IVPHFSs satisfies the results of SM:
(1) 0 S WI2vPHFS (P7Q) S 1

2) WIQuPHFS (P, Q) = WIQuPHFS (Q, P)
(3 WIQUPHFS (PQ)=1iff P=Q,i=1,2,3...,n

Proof. Proof is straightforward O

4.2.3. Remark
The definition 4.2.1 reduces to cosine SM of IVIHFS, if we assumedthat ap = [0, 0]
and we write it as:

C%vIHFS (P, Q) = %Z?:]

mp (ei) mg (ei) + 75 () 7 (e:)

Q
) 1 (o) g (e0) + b (ei) ) (1) o |
(o) 1o 2 7
max§8 (7p (ei))22—|— (7} (ei))Z2 gg (71'(5 (&))2 + (7?5 (6:‘))2 §§
2 +(np(e) + (nf (e1) (ng(e)) + (ny(en) %
4.2.4. Example
Let
e1,[0.00,0.10], [0.10, 0.20], e2,[0.10,0.20], [0.20, 0.40],
. ( 0.20,0.30] ’ [0.30, 0.40] >
- es,[0.20,0.50], [0.00, 0.10],
( [0.20, 0.40] )
and

e1,[0.20,0.25], [0.25,0.30], e2,[0.10, 0.20], [0.40, 0.60),
( [0.35,0.45] ) : [0.00, 0.20] > :
@= es,[0.12,0.14],]0.30, 0.50],

( [0.20,0.26] )
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be the two IVPHFSs on the universal $ét= {e1, es, 3, e4}. Then by using Eq. (4), we
get

C?UPHFS (Pa Q) =0.6189

4.3. Grey SM..
The work develop in this section is a generalization of PFS which proposed in Reference
[57].

4.3.1. Definition.
For P,QeIvVPHFS(X), we define the grey SM as:

1 - A7rrnin + A7Tmax AOémin + AOémax A”7min + A"7max
o3 PQ) = — 7
[vPHES ( ’Q) 3n ; ( Aﬂ'i + A7Tmax Aai + AOémax Anz + A77111;1)( > ( )
where
]w; (e) — g ()| + ' ‘w; (e) — 75 (e0)| +
Am; = N N , ATtin = min N N ,
’ﬂ—P (ei) =7 (ed) ‘ﬂ-P (e;) —mg (ei)
‘w; (ei) — mg (ed)| +
ATpmax = max N N ,
|75 () = 7 (ea)

o (!a::(ei)azg(ei)

o (e0) — oy ()

| fer e —agen| +
ok () —ag(e)| [

Ap = ’771; (e:) =g (ed)| + A — min ‘7713 (ei) = ng (e)| + |
’ﬂ; (e:) = (ei) ‘77; (e:) — 0 (ei)

| et —mg e+
o (e) = my (0] [

Obviously, the grey SM satisfy the following properties:

(1) 0< Cloppps (P.Q) <1

) Clupurs (P.Q) = Clypyrs (@, P)

) C3purs (P,Q)=1iff P=Q,i=1,2,3,...,n

(4) PCQCC thenCy,pyps (P.C) < Cfpyrs (P.Q) andCi,py s (P.C)
< C?UPHFS (Qa C)

) e o (e0) = ag e:)] + |
& (e)

‘O‘It (ei) — g

Aomax

Anmax

Proof. Similar. O
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4.3.2. Definition.
For P, Q €lIvVPHFS(X), we define the weighted grey SM as:

= A7Tmin + Aﬂ-max AOémin + A04m21.)( A"7min + A77max
w3 (P, i 3
IUPHFS Q Z Wi ( Aﬂ'i + Aﬂ'max Aai + AOfmenx Anl + Anmax ( )
where
’ﬂ'; (i) — g (es)|+ ) ‘TF; (ei) — g (ed)| +
Am; = . ATpin = min + + )
]wP (er) — 7 (es) ‘WP (e1) — 75 (er)
‘ﬂ'P (e:) —mg ()| +
ATTmax = max 4 )
7 () = 7 (@)
’aP (ei) — e} (e)| + ‘Oép (e:) ag (e)|+
Ao, = N , Aoypin = min . n )
‘aP (e) — o (es) \ap (er) — g (e)
‘ap (ei) —ag (ei)| +
Aopmax = max n )
ot () = afs (e
np ez — g (6,) + ‘77 ez) N (€i)| +
Ay = i Q  Apin = min{ 17 © +( LAY
[0 (e0) = s ) [0 (e0) = iy (e2)
Np ez — N (€:)]| +
A77max = max ‘ r < ( )

[nf> (e2) = (e2)

wherew = (w1, ws,ws, ..., wy) " is the weighted vector of; = (i = 1,2, 3, ..., n), with

S w; = 1. In particular, if we takew = (%,%,...,%)T. Then the weighted grey

SM reduces to grey SM. The weighted grey SM for IVPHFSs satisfies the results of SM as
follows:

(D) 0< W}, ppps (P,Q) <1
2) WI3UPHFS (P7 Q) = WI3UPHFS (Q7 P)

Q@) W3 purs (P,Q)=1iff P=Q,i=1,2,3...,n

Proof. Proof is straightforward. |

4.3.3. Remark
The definition 4.3.1 reduces to grey SM of IVIHFS, if we assumedhat= ag = [0, 0]
and we write it as:

C'M)IHFS (P Q)

1 Z <A7rmin + A’/Tmax A77min + Anmax> (9)

3” AT 4+ ATtmax Ani + A77rna,x
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where

N (lmei)—wgg(ei)
+ _

Aﬂ—max

Ay ( np (e =15 €)

Il
=)
o
~
—
— 3
3
v 2!
—~ O
AN
T
3
3
ot <!
—~
L
+
———

[0 (e0) = g (e)| +
ANpax = max N
[0 (e0) — s (ex)
4.3.4. Example
Let
e1,[0.00,0.10], [0.10,0.20], e2,[0.10,0.20], [0.20, 0.40],
Ao 0.20,0.30] ’ [0.30, 0.40] :
- es,[0.20,0.50], [0.00, 0.10],
[0.20, 0.40]
and
e1,[0.20,0.25],[0.25, 0.30], e2,[0.10,0.20], [0.40, 0.60],
0= [0.35,0.45] ’ [0.00, 0.20] ’
- es, [0.12,0.14],[0.30, 0.50],
[0.20, 0.26]

be the two IVPHFSs on the universal sét= {ey, s2, s3,s4}. Then by using Eq. (7), we
get
Ctopurs (P,Q) = 0.7959

5. APPLICATIONS

Following, the established SM defined in section 4 are applied to building material
recognition is adopt in Reference [57].

5.1. Building material recognition.
We calculate the SM for unknown class of the building materials with the help of SM of
IVPHFS. In such process we calculate the weighted SM of all known with that of unknown
building material. After that we replace that building material with the building material
having the greater SM as following:
Algorithm:
(1) We consider the known and unknown building material as a class in the form of
IVPHFNs
(2) Calculate SM of each known and unknown material Fe(1 < i < 4) andP
(3) Rank the SM of all known and unknown building material
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(4) Identify the unknown material based on ranking

5.2. Example.
Consider four building material stone, steel, brick and muddy, which are represented by the
IVPHFSSP; (1 < i < 4). LetX = {e1, ea, €3, €4, €5} be the space of attribute have weight

= (0.17,0.33,0.12,0.28,0.10)T. Table 1 describes the class of unknown and known
materials.

We identified that unknown material as follows.

Step 1: Class about unknown and known building material.

P P P, Py P
[.00,.10], [45,.47], [.01,.07], [.09,.12], [13,.16],
e .10, .20], [15,.20], .10, .20], .00, .20], [.20,.25],
(.00, .30] .25, .33] [13,.15] (.30, .60] (.30, .45]
(.20, .30], [23,.28], .20, .25], .10, .50], [.22,.30],
e .20, .40], [.31,.40], [.33,.36], .00, .40], [.37,.40],
(.30, .40] (.00, .20] [18,.22] .00, .10]) (.20, .25]
.10, .30], .00, .40], [13,.25], [.22,.30], [.33,.38],
es (.30, .50], (.20, .40], [.16,.20], [.25,.40], .40, .42],
.10, .20] (.00, .20] .25, .30] .00, .15] .00, .10]
(.00, .20], [51,.55], (15, .30], [13,.18], .16, .20],
e4 .10, .40], .10, .20], [.02,.07], [.23,.30], .00, .50],
(.20, .40] .20, .25] .04, .08] (.00, .40] [.08,.16]
(.30, .50], (.40, .60], [.33,.37], .00, .35], [43,.50],
es (.20, .30], .00, .20], .48, .50], 15,.20], [.10,.15],
[.00,.10]) .10, .20] .00, .10] (.20, .40] (.20, .30]

Table 1(SM ofP; with P)
Step 2: Comparison of SM.

SM (Papl) (P7P2) (PaP?)) (P7P4)
Whprrs (P P) 0.7773  0.8093 0.8232 0.8945
Wiipnes (P.P) 06157 06221 06816 07836
W3 ompe (P.P) 08530 0.8594 0.7998  0.8631

Table 2 (SM of P with P)

Step 3: Ranking of SM.

SM Ranking of(P p)
Wi,prrs (P Pi) (P, P1) < (P, Py) < (P,P3) < (P, Py)
Wi pars (P Pi) (P,P1) < (P,P) < (PP3)<(P,P4)
Wi pars (P, Pi) (P,P3) < (P,Py) < (P,P2) < (P, Py)

Table 3 (Ranking of SM of; with A)

Step 4: Upon ranking, it is noted that the SM ¢P, P, ) is smaller than all other SM by
using cosine SM and set-theoretic SM. However, if we apply grey SM, it seemdzhay)
has a smaller value among all other SM.
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6. COMPARATIVE STUDY

The proposed SM in this article is considered as generalization of SM for IVHFS, Ivl-
HFS, PFSs and IFSs.

The following remarks show that the SM defined in Eq. (1) to Eq. (9) are generalization
of SM for IVIHFSs, IVHFSs, PFSs, IFSs and FSs.

6.1. Remark.
In definition 4.1.2, when
1. ap = ap =[0,0]. Then Eq. (2) reduces to SM of IvIHFSs such as:

Wiorrrs (P Q)

mp (€i) T (ei) + 7TP (ei) 7TQ (€i)

S I €0)1g (€0 + 17 (o) i () )
= \/ (7p (ei)):—i— (7} (ei))22 . (7TQ e; ) 2+ <7TQ (e ) .
+(np ()" + (nf (&) + (ng (en) + (w6 ()
2. If ap = ag =na =ng = [0,0]. Then Eq. (2) reduces to SM of IvHFSs such as:
Wi (P.Q) ZZ“’ mp (ei) mg (e:) + 7P (ed) 7 (e4) ()

i=1 \/(771; (&‘))2 + (wjg (ei))Q.\/(WQ (fﬁi))2 + (77;5 (&‘))2

3. Ifrmp = W;,a; = aﬁ,n; = n; andwé = wgzL?aé = ag,né = 775- Then Eq. (2)
reduces to SM of PFSs such as:
mp (e;) T (€:) + ap () aq (e;)
+np (ei)ﬁQ (e:)
(mp (e:))* + (ap2(ei))2 | (mq (e1)” + (0@2(62-))2
+ (np (ei)) + (ng (e:))

a4 Ifrp =7h,np =nh andm, = 71'5,775 = 775 andap = ag = [0,0]. Then Eq. (2)
reduces to SM of IFSs such as:

WPFS (P,Q) = sz

(12)

( mp (i) mq (€i) + np (i) g (i) ) (13)
S\ @) + ()2 (7 (e)* + (ng (e)?

5.1f 7 = andng, = 7, andap = ag = np = ng = [0,0]. Then Eq. (2) reduces to
SM of FSs such as:

Whs (P,Q) = sz ( mp (ei) g (ei) ) (14)
Ve )24/ (g ()’
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6.2. Remark.
In definition 4.2.2, when
1. ap = ag = [0,0]. Then Eq. (5) reduces to SM of IVIHFSs such as:

Wirmrs (P, Q)
mp (ei) mg (ei) + 7 () 7 (e:)
I +np (e) ng (e:) +np (ei) g (e:)
= sz 0 e (15)
- max < (mp ()" + 2 () (e))” ) (TFQ (6i>> 2+ (WQ (6i)> 9
+0p @)+ (5 @) )\ 1 (g () + (w5 )

2. If ap = ag =np =ng = [0,0]. Then Eq. (5) reduces to SM of IvHFSs such as:

mp (e0) g (e0) + 75 (e) 7 (e4)
wax{ (7 ) + (72 @0)°) . ((ra )"+ (g e0) )}

3. Ifnp =7h,ap = ap.np =nh andrm, = 7T$,Oé£2 = ag,né = 775' Then Eq. (5)
reduces to SM of PFSs such as:

WI%FS (Pv Q)

WI@HFS (P,Q) = sz (16)

e o)
P \€; €;
2 max{( (mp ()" + (ap (e)’ > Q( (mq (e1)” + (agq () )}

+ (np (€1))? + (ng (€1))?
a4 Ifrp =7h,np =nh andmg, = ﬂ'g,né = 775 andap = ag = [0,0]. Then Eq. (5)
reduces to SM of IFSs such as:

e S e (e mq (e0) + e (e 1 1) )(18)
i Z <max {(trp () + (e (%) s (7@ (e0)) + (nq (e0))?) }

5. If np = 7§ andng, = 7y andap = ap = np = 1 = [0,0]. Then Eq. (5) reduces to
SM of FSs such as:

2 _ N\ . mp(ei)mq(e:)
@ WFS (P’ Q) N Zi:l i (max{((“P(ei))z)’((“B(ei))2>}> (19)

(17)

6.3. Remark.
In definition 4.3.2, when
1. ap = ag =[0,0]. Then Eq. (8) reduces to SM of IvVIHFSs such as:

n

1 Z _ <A7Tmin + ATmax A77min + Anmax)

w3 P,Q) ==
IUIHFS( 7Q) 3 Aﬂ-i"i'ATrmax Anz +A77ma,x

(20)
i=1
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where

Am; = ( ’771_:+(6i) —7Tq_2+(€i) + ) A — min{ ‘ﬂli(ei) —776_2+(ei) + }’
’ﬂp (€i) = mg (eq) ‘WP (e:) — ¢ (ed)
Are — max )m? (e:) —mq ()| + A= ’n; (e:) — g (ed)| +
’mﬁ (e:) *Wg (e:) ’n; (e:) —775 (e:)

> (e; 1+ - ) —n5(e;)| +
A’r]min = min 4 4 7Anmax = max n n
[0 (e:) = 5 (ex) [ (e:) = 5 (ex)

2. If ap = ag = np = ng = [0,0]. Then Eq. (8) reduces to SM of IvHFSs such as:

n

Aﬂ—min + A’/TmaX
Winrs (P,Q) = Z <A7T+A7T> (21)

where
N N AR A
' ‘Wzt (e) — g (eq)

s~ LT

75 (e) — 7w (i)

’ ATpin = min ‘W; (ei) -7 ()| +
- ‘77; (e;) — Wg (e:) ’

3. Ifnp =7h,ap = ap.np =nh andmg, = 7T$,Oég2 = 045,776_2 = 775. Then Eqg. (8)
reduces to SM of PFSs such as:

1 - A7Trrun + A’i'rrnax Aamin + Aamax A"71’1’1in + A"7max
3 P == 22
Wers (2Q) =3 ; ( AT+ Ao D+ Aamax A7 + Al ) @)
where
Am; = (|mp(s:) = 7qQ (54)]) ; Atmin = min {|7p (s:) — 7q (e},
Amtmax = max{[mp (e;) — mq (e:)|}, Aa; = (Jap (1) — ag (€)])
Aopmin = min{|ap (e;) — ag (e)|}, Aamax = max {|ap (e;) — ag (&)},
Ani = (Inp(ei) —ng (ei)]) , Anmin = min {|np (e;) — ng (es)|}
Afmax = max {‘7713 (ei) —nNQ (el)|}

4 frp =7h,np =nh andr,, = 71'5,7){2 = 7725 andap = ag = [0,0]. Then Eq. (8)
reduces to SM of IFSs such as:

n

1 A’/Tmin + A’i'rmaux A7]min + A77max
Wiee (P,Q) = = 23
IFS Q 3 Z < Aﬂ'i + Aﬂ'max + Anz + A"7r‘rla.x ( )
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where
Am; = (|mp(es) — mq (€i)]) , Armin = min {|7p (e;) — mq (e:)]}
Amtmax = max{[mp (e;) — mq (e)}, Ani = (Inp (€:) — ng (e:)]),
Anmin = min{[np (e;) —nq ()}, Almax = max {[np (e;) — nq (e:)[}

5.1f 7 = nj andng, = 7, andap = ag = np = 1 = [0,0]. Then Eq. (8) reduces to
SM of FSs such as:

A7'rmin + A7"'max
WIFS (PQ)= Z wi <A7r+A7r> (24)
where
Am; = (|7TA (67?) —TQ (67)|) 7A7Tmin = min{|7Tp (el) —TQ (el)‘}a
Aftmax = max {|m, (e;) — mq (ei)|}

7. ADVANTAGES OF PROPOSEDSTUDY

Due some limitations of the existing SM proposed in Reference [57]. The main ad-
vantage of the proposed new similarity measures is that these SMs allow us to solve the
problems that lie in the environment of IVPHFSs and PFS, HFS, IFS etc. On the other hand
the existing SM which proposed in Reference [57] could not handle the problems that lie
in the environment of IVPHFSs. If we take Example 5.2, the data is presented in the shape
of IVPHFNs which cannot be processed by some existing SM.

Now, if we take the example from Reference [57]. It can be seen that proposed SM
successfully solved this problem.

7.1. Example.
The data about unknown and known building material in table (4).

P P, P P P

er (17,.53,.13) (51,.24,.21) (.31,.39,.25)  (1,0,0)  (.91,.03,.05)
es  (.1,.81,.05) (.62,.12,.07) (.60,.26,.11)  (1,0,0)  (.78,.12,.07)
es (.53,.33,.00) (100) (.91,.03,.02) (.85,.09,.05) (.90,.05,.02)
es (.89,.08,.03) (13 64,.21) (.07,.09,.07) (.74,.16,.10) (.68,.08,.21)
es (A42,.35,.18) (.03,.82,.13) (.04,.85,.10) (.02,.89,.05) (.05,.87,.06)
co (.08,.89..02) (.73,.15,.08) (.68,.26,.06) (08 84,.06) (.13,.75,.09)
er (.33,.51,.12) (.52,.31,.16) (.15,.76,.07) (.16,.71,.05) (.15,.73,.08)

Table 4 (Data of Patterr{1])
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The above data in table (4) can be easily changed to the environment of IvPHFSs which is

given in table (5).

P P, Ps P, P
[17,.17], [51,.51], [.31,.31], [1,1], [91,.91],
el [53,.53], [24,.24], [.39,.39], [0,0], [03,.03],
[13,.13] [21,.21] [.25,.25] [0,0] [.05,.05]
[.10,.10], [62,.62], (.60, .60] , [1,1], .78,.78],
e [81,.81], [12,.12], .26, .26], [0,0], [12,.12],
[.05,.05] [07,.07] [11,.11] [0,0] [07,.07]
[53,.53] 1,1], [.91,.91], .85, .85] .90,.90] ,
es [33,.33] [0,0], [03,.03], [.09,.09] , .05,.05],
[.09,.09] [0, 0] [.02,.02] .05, .05] [02,.02]
.89, .89] [13,.13], [.07,.07], [.74,.74], .68, .68]
€4 [.08,.08], [.64,.64], [.09,.09], [.16,.16], [.08,.08],
[.03,.03] [21,.21] [.07,.07] [.10,.10] 21, .21]
[42,.42], [.03,.03], .04, .04], [02,.02], .05,.05] ,
es [.35,.35], [.82,.82], [.85,.85], [.89,.89] , .87,.87],
[18,.18] [13,.13] .10, .10] .05, .05] (.06, .06]
[.08,.08], [73,.73], [.68,.68], [.08,.08] [13,.13],
e6 [.89,.89], [15,.15], .26, .26], .84, .84], [.75,.75],
.02,.02] .08, .08] [.06, .06] (.06, .06] [.09,.09]
[.33,.33], [52,.52], [15,.15], [.16,.16], [15,.15],
er [51,.51], [31,.31], [.76,.76], [71,.71], [73,.73],
[12,.12] .16, .16] [.07,.07] [.05,.05] [.08,.08]

Table 5(Data of Patterri§1])
Then by using the proposed new SM and the results are showed in table (6).

SM (P7P1) (P7P2) (P3P3) (P7P4)
Wi oups (P.P) 0716 0763  0.858  0.994
W2 oupe (PP) 0556 0.657  0.693  0.920
W3 onpe (PP) 0.660 0762 0.830  0.901

Table 6 (SM ofP; with P)

We can compute the SM of building materials which are presented in table 5, and these
SM are same as [57]. In the same way we consider the information in the form of IVIHFS

which can be converted in the form of IVPHFS. Then with the help of proposed SM such

the information can be processed. Again, if the considered information is in the form of

the IVHFS, then this form of information can also be processed easily by changing its form

ton the PHFSs. Therefore our claim has proved.

8. CONCLUSION

In this manuscript, we defined the concept of IvPHFS demonstrated with the help of
some remarks and examples. Noticing the shortcomings of previous similarities measures
of PFSs, we generalized the concept of those SM to the environment of IvPHFSs. These
SM consisting set-theoretic SM, grey SM and cosine SM. The proposed SM are demon-
strated with the help of some examples. Moreover, some weighted SM are also described
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and applied to building material recognition problems and the results are discussed. The
proposed new SM are compared with the existing SM and it is stated that previously de-
fined SM become the special cases of proposed SM. The advantages of proposed work over
the existing work have also been studied. In near future, the authors aim to develop some
entropy measures, correlation coefficients, aggregation operators for the newly developed

concept with some operations based on some t-norm and t-conorm in [12, 13].
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