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Abstract.: Segmenting natural and outdoor images are challenging for
most of the latest variational segmentation models. For this purpose we
employ derived image data (DID) and propose a robust variational model.
The DID rely on three images by utilizing image local and global statis-
tics as well as filter image which is obtained through our design high pass
filtering techniques. Then these derived image data are incorporated into
our proposed energy functional which can robustly segment images hav-
ing inhomogeneity, mix backgrounds and multi-regions. Furthermore, the
results of DID are compared with other well known methods with finding
Jaccard similarity index to proof the efficient and qualitative performance
of proposed model over the traditional methods. Finally, the proposed
DID based model is tested on real world 3D images to ensure that it also
preserve its performance in vector valued images as well.

AMS (MOS) Subject Classification Codes: 35S29; 40S70; 25U09
Key Words: Calculus of Variation, Functional Minimization, Level Sets and Partial Dif-

ferential Equations.

1. INTRODUCTION

One of the important task in machine vision is image segmentation. The main theme
of image segmentation is to distinguish objects from their background. For image seg-
mentation a famous approach which caught attention of researchers very rapidly is vari-
ational methods. Variational approach is often implemented via active contour approach
[3, 9, 13, 19, 21]. In active contour mechanism for the segmentation of a given image,
either image derivative information [6, 7] is employed or image statistics [4, 18, 19] is used
to derive the contour to identify the edges. The former one is edge-based approach while
the later one is region based approach. Also in literature their are models [1, 17] which uti-
lized both edge as well as region information. Among traditional methods the famous and
well known method is the Mumford-Shah (MS) energy functional [13], letw0 = w0(x, y)
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be a given image then energy functional of MS model [13] is defined as:

min
w,r

EMS(w, r) = Hn−1(r)+ ‖ w0 − w ‖2L2(Ω) +ν

∫

Ω−r

|∇w|2dxdy, (1. 1)

wherew(x, y) is the smooth and segmented image closed to the given imagew0(x, y),
Ω ⊂ Rn is a bounded set with the feature boundary and Lipschitz boundary setr, while
Hn−1 is then − 1 dimensional Hausdorff measure, in case of two dimensionalH1 rep-
resents the length of the segmented curve. MS model is computationally complex due to
the use ofHn−1 term, therefore Chan-Vese (CV) [4] model adopted the piecewise constant
segmentation model as follow:

ECV
2D (r, u1, u2) = µ.H1(r) + λ1 ‖ w0 − u1 ‖2L2(Ωin) +λ2 ‖ w0 − u2 ‖2L2(Ωout)

, (1. 2)

whereu1 andu2 are values of average intensities ofw0 inside and outside ofr. λ1 andλ2

are constant parameters usually taken as one. Now in level set [15] formulation equation (
1. 2 ) can be expressed as:

ECV
2D (ϕ, u1, u2) = µH1(ϕ) + λ1 ‖ w0 − u1 ‖2L2(Ωin) +λ2 ‖ w0 − u2 ‖2L2(Ωout)

, (1. 3)

where

H1(ϕ) =
∫

Ω

δ(ϕ)|∇ϕ|dxdy,

‖ w0 − u1 ‖2L2(Ωin) =
∫

Ω

|w0(x, y)− u1|2H(ϕ)dxdy,

‖ w0 − u2 ‖2L2(Ωout)
=

∫

Ω

|w0(x, y)− u2|2(1−H(ϕ))dxdy. (1. 4)

As Heaviside function can not be differentiated at the origin therefore, a regularized Heav-
iside function is utilized [4];

Hε(y) =
1
2

(
1 +

2
π

arctan(
y

ε
)
)
, δε(y) = H ′

ε(y) =
ε

π(ε2 + y2)
.

CV model is actually designed for images having constant intensities and homogeneous
regions therefore, it can not tackle images having variable intensities and regions. Sev-
eral recent models can be seen which tried to overcome the limitation of the CV model
[1, 5, 10, 18, 20] by utilizing image local information. But these models can tackle very
less degree of inhomogeneity which is insufficient for accurate image segmentation [2, 16].
Therefore, in this paper a new model called Derived Image Data (DID) is presented for effi-
cient segmentation of images suffering from high degree of inhomogeneity. In DID model
we utilized local as well as global characteristics of a given image with a high pass filtering
technique. Therefore, DID model can accurately segment images with clutter backgrounds,
multi-intensity objects and intensity inhomogeneity.

Rest of the paper is arranged as follow; section 2 contains review of well known existing
models. Section 3, contains our proposed DID model and an algorithm to solve it, while
in section 4, a comparison among DID and others well known methods is done. Finally in
section 5 some conclusive remarks are stated.
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2. PREVIOUS WORKS

2.1. The Local Chan-Vese Model (LCV). As CV model is unable to detect objects hav-
ing minute details therefore to overcome its limitations in such type of images Wang et al.
proposed a new model known as local chan-vese (LCV) model [18]. In level set approach
the energy functional of LCV model can be expressed as:

ELCV
2D (ϕ, u1, u2, d1, d2) = µH1(ϕ) + λ1(‖ w0 − u1 ‖2L2(Ωin) + ‖ w0 − u2 ‖2L2(Ωout)

)

+λ2(‖ w∗0 − d1 ‖2L2(Ωin) + ‖ w∗0 − d2 ‖2L2(Ωout)
), (2. 5)

whereµ, λ1 andλ2 represents tuning parameters,w∗0(x, y) is smooth or difference image
obtained through:w∗0 = gc ∗ w0(x, y)− w0(x, y), with an averaging convolution operator
gc of window sizec×c. First term of equation ( 2. 5 ) is regularization term which aim is to
keep the curve smooth and tight around object boundaries. While the other two terms are
data terms in which the termλ1(‖ w0 − u1 ‖2L2(Ωin) + ‖ w0 − u2 ‖2L2(Ωout)

) uses image

global information, while the second termλ2(‖ w∗0 − d1 ‖2L2(Ωin) + ‖ w∗0 − d2 ‖2L2(Ωout)
)

utilized image local information to capture minute details of the objects in an image. For
the values ofu1, u2, d1, d2 andϕ equation ( 2. 5 ) is minimized and the following equations
are derived:

u1(ϕ) =
‖ w0 ‖2L2(Ωin)

‖ √w0 ‖2L2(Ωin)

, u2(ϕ) =
‖ w0 ‖2L2(Ωout)

‖ √w0 ‖2L2(Ωout)

,

d1(ϕ) =
‖ w∗0 ‖2L2(Ωin)

‖ √
w∗0 ‖2L2(Ωin)

, d2(ϕ) =
‖ w∗0 ‖2L2(Ωout)

‖ √
w∗0 ‖2L2(Ωout)

, (2. 6)

and

∂ϕ

∂t
= δε(ϕ)

[
λ1((w0 − u2)2 − (w0 − u1)2) + λ2((w∗0 − d2)2 − (w∗0 − d1)2)

]

+µδε(ϕ)∇.
( ∇ϕ

|∇ϕ|
)

+
(
∇2ϕ−∇.

∇ϕ

|∇ϕ|
)
, (2. 7)

with initial and boundary conditionsϕ(0, x, y) = ϕ0(x, y), in Ω. LCV model perform
better than CV model in images having low intensity of inhomogeneity but fails in those
images having high degree of inhomogeneity. Since LCV model rely on difference image
to capture local information [5, 10], but in case of high degree of variable intensities these
information are insufficient for accurate segmentation of images.

2.2. Local Binary Fitting (LBF) Model. Another famous approach for the segmentation
of inhomogeneous images was done by Li et al. by proposing a local binary fitting (LBF)
model [10]. LBF model is a modified form of CV which introduced two smooth functions
instead of constants in energy functional of CV model. These smooth functions has the
localization property which try to fix image intensity near a given point x. In level set form,
LBF model [10] is represented as:

ELBF
2D (ϕ, g1(x), g2(x)) = µH1(ϕ) + λ1Gσ(x− y) ‖ w0(y)− g1(x) ‖2L2(Ωin)

+λ2Gσ(x− y) ‖ w0(y)− g2(x) ‖2L2(Ωout)
, (2. 8)
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λ1 andλ2 are setting parameters for assigning different weights,Gσ is a Gaussian kernel
with localization property. Whileg1 andg2 are smooth functions to fix image intensity at
a given pixel x. For the values ofg1 andg2 equation ( 2. 8 ) is minimized and obtained as
follow:

g1 =
Gσ ∗ (Hε(ϕ)w0)

Gσ ∗Hε(ϕ)
, (2. 9)

and

g2 =
Gσ ∗ (1−Hε(ϕ))w0

Gσ ∗ [1−Hε(ϕ)]
. (2. 10)

By considering,g1 andg2 constant the minimization of energy functional ( 2. 8 ) with
respect toϕ gives as:

∂ϕ

∂t
= δε(ϕ)

[
(−λ1(Gσ(y − x) ‖ w0(y)− g1(x) ‖2Ω) (2. 11)

+λ2(Gσ(y − x) ‖ w0(y)− g2(x) ‖2Ω)) + νdiv
( ∇(ϕ)
|∇(ϕ)|

)]

+µ(∇2(ϕ)− div(
∇(ϕ)
|∇(ϕ)| )),

As LBF model mostly rely on image local characteristic therefore its results are better in
images suffered from intensity inhomogeneity. But on the other hand it is very sensitive to
its initial contour and the choice of standard deviationσ, thus even small changes in these
terms leads to unsuccessful and undesire segmentation results. Therefore, such issues limit
the use of LBF model [19].

2.3. Region-based model via Local Similarity Factor(RLSF).A recent approach to seg-
ment intensity inhomogeneous images suffered from noise has taken by Niu et al. [14] by
introducing a local similarity factor in a region base active contour model. Local similarity
factor actually relies on the local spatial distance within a local window and local intensity
difference to guide the motion of active contour [2, 12]. The overall energy functional of
RLSF model in level set formulation can be expressed as:

ERLSF
2D (ϕ, lu1(x), lu2(x)) = µH1(ϕ) + λ1

∥∥∥w0(y)− lu1(x)
d(y, x)

∥∥∥
2

L2(Ωin)

+λ2

∥∥∥w0(y)− lu2(x)
d(y, x)

∥∥∥
2

L2(Ωout)
, (2. 12)

whered is the spatial Euclidean distance between two pixels.lu1(x) and lu2(x) are the
local average intensity values inside and outside of the active contour, defined as within
local regions as:

lu1(x) =
∥∥∥M(x, y)w0(y)

M(x, y)

∥∥∥
2

L2(Ωin)
, lu2(x) =

∥∥∥M(x, y)w0(y)
M(x, y)

∥∥∥
2

L2(Ωout)
,(2. 13)

Here,M(x, y) is known as mask which aim is to define local regions in order to use the
background and foreground information in terms of smaller local regions [14] and is define
mathematically as:

M(x, y) =
{

1 d(y, x) < r,
0 otherwise.

(2. 14)
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whered is the spatial Euclidean distance between the pixely and the centerx of a local
region andr is a parameter defining the maximum size of the local region. By using the
gradient descent flow method, minimization of the energy functional 2. 12 with respect
to ϕ leads to corresponding variational level set formulation, for more details interested
readers are refereed to [14]. As RLSF method completely avoids the pre-processing steps
typical of region-based contour model segmentation, resulting in a higher preservation of
image details. But this algorithm completely relies on its mask and even a slight change or
carelessness in taking mask leads to unfavourable segmentation results as discuss later.

3. PROPOSEDMETHOD

In this section we present our proposed method by utilizing multi images data to guide
the motion of active contour. For this purpose we utilized three images i.e. original image,
smooth image and difference image. To obtain smooth image we design the following
functional:

(βg1 + (1− β)u1)H(φ) + (βg2 + (1− β)u2)(1−H(φ)). (3. 15)

Hereg1 andg2 represent spatially varying fitting functions as obtained in equations ( 2.
9 ) and ( 2. 10 ) whereu1 andu2 are the average intensities as used in CV model [4].
β ∈ [0 1] is the scaling parameter which keep balance between the spatially varying fitting
functions and the averages. On the other hand to calculate the difference image we utilized
the following functional:

w∗0 = gc ∗ w0 − w0 (3. 16)

wheregc is a convolution operator of window sizec× c. Figure 1 demonstrates how these
two functional ( 3. 15 ) and ( 3. 16 ) works on different types of images having intensity
inhomogeneity, noise and multi-background. In figure 1 first column represent observed
images, second column represent the fitting smooth image obtained through ( 3. 15 ) while
last column represents the difference image obtained from ( 3. 16 ). Figure 1(a) is the
observed image which is suffered from intensity inhomogeneity, figure 1(d) is the given
noisy image and figure 1(g) is a clutter multi background image. While figures 1(b), 1(e)
and 1(h) are the filter images obtained through ( 3. 16 ). In contrast figures 1(c), 1(f) and
1(i) are the difference images obtained through ( 3. 16 ). Now it is very clear that the
smooth and difference images are more prominent as compared to the given images and is
more convenient for image segmentation.

Therefore, based on these observations we designed the following energy functional:

EDID
2D (ϕ, d1, d2, U1, U2) = µ(length term) + ν(regularity term) (3. 17)

+λ1(‖ w0 − U1 ‖2L2(Ωin) + ‖ w0 − U2 ‖2L2(Ωout)
)

+λ2(‖ w∗0 − d1 ‖2L2(Ωin) + ‖ w∗0 − d2 ‖2L2(Ωout)
),

whereU1 andU2 are define as:U1(u1, g1) = (βg1 +(1−β)u1) andU2(u2, g2) = (βg2 +
(1− β)u2); where0 ≤ β ≤ 1. The data term‖ w0 − U1 ‖2L2(Ωin) + ‖ w0 − U2 ‖2L2(Ωout)

is utilizing image data indirectly in the form as illustrated in the second column of figure
1. This data term robust DID to clearly identify image boundaries from background. In
contrast, the data term‖ w∗0 − d1 ‖2L2(Ωin) + ‖ w∗0 − d2 ‖2L2(Ωout)

helps DID to tackle
intensity inhomogeneity and classify accurately object boundaries from background. This
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(a) Given image (b) Smooth Image (c) Difference Image

(d) Given Image (e) Smooth Image (f) Difference Image

(g) Given Image (h) Smooth Image (i) Difference Image

FIGURE 1. Illustration of different images and their corresponding
smooth and difference images. Smooth images are obtained from equa-
tion ( 3. 15 ), while difference images are obtained through equation ( 3.
16 ).

data term uses image data in the form as presented in the last column of figure 1. Thus the
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overall energy functional of DID model can be expressed in the form:

EDID
2D (ϕ, d1, d2, U1, U2) = µ

∫

Ω

δ(ϕ)|∇ϕ|dxdy + ν

∫

Ω

1
2
(|∇ϕ| − 1)2dxdy

+λ1(‖ w0 − U1 ‖2L2(Ωin) + ‖ w0 − U2 ‖2L2(Ωout)
)

+λ2(‖ w∗0 − d1 ‖2L2(Ωin) + ‖ w∗0 − d2 ‖2L2(Ωout)
),(3. 18)

Now to find Euler Lagrange equation for the functional ( 3. 18 ) keepu1, u2, d1, d2, g1 and
g2 constant and minimizing equation ( 3. 18 ) with respect toϕ then we have:

[
µδε(ϕ)div

( ∇(ϕ)
|∇(ϕ)|

)
+ (∇2(ϕ)− div

( ∇(ϕ)
|∇(ϕ)|

))
(3. 19)

+δε(ϕ)
(

λ1((w0 − U1)2 − (w0 − U2)2) + λ2((w∗0 − d1)2 − (w∗0 − d2)2)
)]

= 0.

Further by considering the partial differential equation ( 3. 19 ) as a steady state solution
of the evolution equation as written below:

∂ϕ

∂t
=

[(
µδε(ϕ)div

( ∇(ϕ)
|∇(ϕ)|

)
+ (∇2(ϕ)− div

( ∇(ϕ)
|∇(ϕ)|

)))
(3. 20)

+δε(ϕ)
(
− λ1(w0 − U1)2 + λ1(w0 − U2)2 − λ2(w∗0 − d1)2 + λ2(w∗0 − d2)2

)]
,

With the initial and boundary condition define asϕ0(0, x, y) = ϕ(x, y), in Ω,

and ∂ϕ
∂−→n = 0, on ∂Ω, respectively. Where the exterior normal vector to the boundary∂Ω

is represented by−→n .
Algorithm to solve ( 3. 20 )
The principal steps for the algorithm to solve DID model are listed as follows:
1st Step. Input the observed imagew0.
2nd Step. Take an initial guess in the form of a contour.
3rd Step. Solve ( 2. 6 ), ( 2. 9 ), ( 2. 10 ) to updateci, di, gi for i=1, 2.
4th Step. Initiate the functionϕ as given in equation ( 3. 20 ) with the numerical scheme
as given in [8, 11].
5th Step. Check convergence of functionϕ: if converged, stop; else return to2nd Step.
6th Step. Find out the segmented portion fromϕ < 0.

4. EXPERIMENTAL RESULTS

This section is devoted to the experimental study of DID model and its comparison
with the LBF and LCV models. All the experiments presented in this section were taken
out on MATLAB version 7.9.0 using core i3 personal computer with 2GB RAM, 2.40 GHz
processer, and windows 8 operating system. First of all we checked the performance of DID
on various type of images including synthetic, real world challenging, variable intensities
images, and images having multi intensity objects. Then we compared the performance
of DID with RLSF (for this method the sizes of all images are taken as[111 × 110] for
achieving better segmentation results), LCV and LBF models on different types of images
including real world, noisy as well as synthetic images to ensure that our model perform
better than these models. Further for qualitative analysis, we used Jacard similarities to
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compare the performance of DID with other well known models. Finally, we have done
experiments on color images to ensure that the proposed model also perform very well on
color images which is our future project as well. For each experiment the value ofλ1 is
taken as1 while λ2 andβ are tune according to each image for our proposed model.
Figure 2 contain six different types of images suffered from intensity inhomogeneity and
having multi-intensity objects in background, in which the first and third rows represent the
observed images with initial contour while the second and forth row shows its segmented
results. As figures 2(a), 2(b) and 2(c) are synthetic, blood vessel and real aircraft images
respectively, suffered from intensity inhomogeneity. While figures 2(g), 2(h) and 2(i) are
multi-phase images in which 2(h) is similar to 2(g) but intensity inhomogeneity is added
to image domain which make it more complicated. Now it can be clearly observed from
figures 2(d), 2(e), 2(f), 2(j), 2(k)and 2(l) that DID model successfully segmented the given
images without any lose of minute details and capture the accurate boundaries of the objects
in the given images. Parameters used for these experiments areλ2 = 0.01 andβ = 0.7 for
all images except 2(a) and 2(i) for which the values ofλ2 andβ are taken as 1.
In figure 3 a comparison between RLSF and proposed technique is presented on noisy im-
ages, in which first row present given images with initial contour, second row shows results
of RLSF while last row are the results of DID model. The unsuccessful and undesirable re-
sults of RLSF method can easily be observed from figures 3(d), 3(e) and 3(f) while figures
3(g), 3(h) and 3(i) prove successful segmentation results of DID model. Parameters used
for proposed technique areβ = 0.7, λ2 = 0.1 for figure 3(g) while for figures 3(h) and 3(i)
β = 0.1 andλ2 = 0.01. In figure 4 a comparison among LCV, RLSF and DID model is
shown on four different images in which the first two i.e. 4(a) and 4(e) are real world plane
images and having clouds in the background which make the background cutter and com-
plex. While the last two images i.e. 4(i) and 4(m) are multi-phase images having average
intensity background and multi-intensity objects in the foreground. In figure 4 first col-
umn represents original images with initial guess, second, third and forth columns display
results of LCV, RLSF and DID models, respectively. Figure 4(b) clearly shows that LCV
model divided the image into two portions instead of capturing object in the foreground
while figure 4(c) exhibits the unsuccessful results of RLSF model, in contrast the accurate
result of DID is clear from figure 4(d). Again from figure 4(f) it can be easily observed
that LCV model capture an extra region in the background along with the object, similarly,
RLSF model also fails in segmentation and capture only small portion as shown in figure
4(g). On the other hand DID model extract object with minute details in it as displays in
figure 4(h). Similarly, LCV and RLSF models fail to segment multi-phase images as shown
in figures 4(j), 4(n) and 4(k), 4(o) respectively. While in comparison the successful results
of DID model in all these mentioned images can be verified from figures 4(l) and 4(p).
Parameters used for figures 4(d), 4(l) and 4(p) areβ = 1 andλ2 = 0.0001 while for figure
4(h)β = 0.8 andλ2 = 1.
Figure 5 demonstrates comparison among LCV, LBF and DID model on two images in
which 5(a) is a jet fighter image having complex background while 5(e) is a synthetic fish
image having severe intensity inhomogeneity. The unsuccessful result of LCV and LBF
models can be clearly seen from 5(b) and 5(c) respectively, on jet fighter image, on the
other hand accurate result of DID can be easily verified from 5(d). Figure 5(e) is a syn-
thetic image of fish which is suffered from sever intensity inhomogeneity in which both
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(a) Initial Guess (b) Initial Guess (c) Initial Guess

(d) Final Contour (e) Final Contour (f) Final Contour

(g) Initial Guess (h) Initial Guess (i) Initial Guess

(j) Final Result (k) Final Result (l) Final Result

FIGURE 2. This figure demonstrate the performance of DID on syn-
thetic, real and multi-intensity objets images where first and third rows
show given images with initial contour while second and last row
presents segmentation results.
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(a) Initial Guess (b) Initial Guess (c) Initial Guess

(d) RLSF Result (e) RLSF Result (f) RLSF Result

(g) DID Result (h) DID Result (i) DID Result

FIGURE 3. This figure demonstrate segmentation results of DID model
on multi-phase inhomogeneous and noisy images. First and third row
shows initial contour, while the corresponding segmented results are
shown in second and last row, respectively.
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(a) Given Image (b) LCV Result (c) RLSF Result (d) DID Result

(e) Given Image (f) LCV Result (g) RLSF Result (h) DID Result

(i) Given Image (j) LCV Result (k) RLSF Result (l) DID Result

(m) Given Image (n) LCV Result (o) RLSF Result (p) DID Result

FIGURE 4. Comparison of LCV, RLDF and DID models on various im-
ages having clutter background images and multi-pase images. First col-
umn presents initial guess, second, third and forth columns show results
of LCV, RLDF and DID models, respectively.
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(a) Observed Image (b) LCV Result (c) LBF Result (d) DID Result

(e) Observed Image (f) LCV Result (g) LBF Result (h) DID Result

FIGURE 5. This figure demonstrates comparative performance of LCV,
LBF and DID models on low and high degree of intensity inhomoge-
neous images.

the models LCV and LBF are fail to segment it as shown in 5(f) and 5(g). In contrast, the
successful and accurate segmentation result of DID can be seen in 5(h). Parameters used
for jet fighter areβ = 0.7 andλ2 = 0.0005 while for synthetic fish imageβ = 1 and
λ2 = 0.0001.

4.1. Qualitative Analysis. For qualitative analysis of DID we used Jaccard Similarity (JS)
on a set of two images as shown in figure 6. Consider we have an observed imagew0

with ground truthG and segmented resultS. Then the intersection ratio of two regionsS
andG is termed as JS. Value of JS varies from 0 to 1 and if the value is close to 1 then
the segmented result is more accurate and vise versa. Figure 6 consists on two images
i.e. plane 1 and plane 2 in which 6(a) and 6(c) are given images while 6(b) and 6(d) are
their ground truth (GT) images respectively, which are obtained manually. In addition, the
segmentation results for plane 1 and plane 2 images of LCV, LBF, RLSF and DID models
are also displayed in figure 6. On the other hand JS graph for these test images are shown
in figure 7 in which first, second, third and forth columns shows JS graph for LCV, LBF,
RLSF and DID models, respectively. It can be easily observed from figure 7 that DID model
achieve better segmentation results with less number of iterations than other methods. In
all the JS graph of figure 7, horizontal line shows the number of iterations while the vertical
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line shows the correspond JS value. Furthermore, in table 1 we demonstrate separately the
JS value for each image and the corresponding model used for it. Now from table 1 it can
be easily observed that the performance of DID model is better than the others one.
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150

(a) Plane 1
50 100 150 200
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(b) GT
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(c) Plane 2
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150

200

(d) GT

(e) LCV Result (f) LBF Result (g) LCV Result (h) LBF Result

(i) RLSF Result (j) DID Result (k) RLSF Result (l) DID Result

FIGURE 6. Segmentation results of LCV, LBF, RLSF and DID models
on two images, i.e., plane 1 and plane 2 with their ground truth
(GT)images.

4.2. Performance on Color Images.Finally, to ensure the performance of DID model
on real world vector valued images we have done four experiments on color images as
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(h) DID

FIGURE 7. Comparison of four methods using Jaccard Similarity. First
row represents the JS graph of Plane 1, while second row represents JS
graph of plane 2 image.

Observed Image JS of LCV JS of LBF JS of RLSF JS of DID

Plane 1 Image 0.5887 0.9954 0.9846 0.9954
Plane 2 Image 0.5549 0.9959 0.1056 0.9965

TABLE 1. This table demonstrate the qualitative analysis of LCV, LBF,
RLSF and DID models using Jaccard similarity on two different images
as given in figure 6.

shown in figure 8. In figure 8 first column represent given color images with initial con-
tour while second and third columns show final contour and its corresponding segmented
results, respectively. Figures 8(a) and 8(d) are the car number plates images having light
in the background which creates difficulty in segmentation precess. But from figures 8(c)
and 8(f) it is clear that DID model perform well in segmenting such type of images and is
able to extract minute details present in it. Figure 8(g) is a vector valued hardware image
having unilluminated object in the background but DID model also segment it very well
and extracted object from the observed image as shown in figure 8(i). On the other hand
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8(j) is thermal image of four men, having bright background now it can be observed from
8(l) that DID model extract the objects from the given image with all of its features.

5. CONCLUSION

A new model is designed for the accurate segmentation of variable intensity images
which is based on image filtering techniques and by relying on image local as well as global
information. The novel model is able to handle different types of real world and synthetic
images by employing the new set of technique. Experimental section also witnessed that
our DID model perform better than those of LCV, LBF and RLSF models. Moreover, the
proposed DID model is also tested on various color images to show that DID model also
preserve its performance on vector valued images as well.
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