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Abstract. This study proposes a cross-country analysis of the relationship between corruption and bureaucratic competition. The results suggest that in addition to government regulations, bureaucratic competition is an important determinant of corruption after controlling level of education, democracy, level of information and income distribution. Government policies that reduce the dependence on corrupt officials by setting up multiple offices for their services such as police stations, passport offices and public utilities reduce corruption.
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I. INTRODUCTION

A corrupt transaction always creates winners and losers from the deal. The theoretical literature on causes of corruption looks at corruption from the winners' perspective: it emphasizes that variations in corruption are a function of the size of government, the extent of economic distortions and the internal structure of bureaucracies.1 Some writers have also suggested that low/declining government real wages are an independent factor exacerbating corruption. Empirical studies have now been followed up by a cross-country estimation of the determinants of corruption.

*The author is an Associate Professor of Economics at Institute of Business Administration (IBA), Karachi (Pakistan). The author sincerely thanks Shahid Alam, John Q. Adams, Alan Dyer and an anonymous referee for their helpful comments and suggestions. However, the author is responsible for the views expressed in this paper and all remaining errors.

In a departure from the existing theoretical literature on the determinants of corruption, Alam (1995) has proposed a theory of countervailing actions that incorporates the losers' perspective in the analysis of causes of corruption. The theory of countervailing actions explains corruption differentials in terms of differences in the ability to realize potential gains from corruption.

Systematic empirical analysis on the causes of corruption from the losers' perspective for a cross-section of countries has just begun to appear. Recently, Brunetti and Weder (1998), Fisman and Gatti (1999), Husted (1999), Paldam (1999) and Treisman (2000) have tested the theory of countervailing actions. However, because of the paucity of data on the measure of bureaucratic competition, these studies did not test the relationship between bureaucratic competition and corruption. The impact of bureaucratic competition on corruption has been emphasized in Rose-Ackerman (1978) and Alam (1995) who argue that if applicants are given the opportunity to avoid corrupt bureaucrats by reapplying to other departments, honest bureaucrats could eliminate bribes altogether. The main purpose of this study, therefore, is to test the relationship between bureaucratic competition and corruption.

The study is organized as follows. Section II reviews the theoretical and empirical literature. Section III describes the data and its sources. Section IV explains the methodology of this empirical investigation. Section V presents the empirical results and last section summarizes the empirical results.

II. REVIEW OF LITERATURE

A Theoretical Approach

Until recently, the theoretical literature analyzes the determinants of corruption only from the winners' point of view. Alam (1995) develops a theoretical model that incorporates the losers' perspective in the analysis of causes of corruption. The theoretical work on the causes of corruption from the winners' perspective has identified several factors. These factors encompass measures of government interventions (or government regulations), public sector wages, system of recruitment and promotion and size of the bureaucracy.

Rose-Ackerman (1978), Shleifer and Vishny (1993), Acem and Di Tella (1996) and others have recognized market competition as a possible deterrent to corruption. The argument that competition in the market place dampens corruption is as follows. In perfect competition, the profits of the firms are
zero because each firm operates where price equals marginal cost. The firms have no incentive to offer bribes for protection because the additional profit due to protection will soon be dissipated among new entrants. On the other hand, if a firm is enjoying monopoly power and reaping abnormal profits, the firm has incentives to keep this monopoly power intact and, thus, it is willing to offer bribes to protect its monopoly.

Kiser and Tong (1992) have employed a principal/agent framework to show that an increase in wages had a deterrence effect on corruption at lower levels of bureaucracy in late imperial China. This is because the opportunity cost of getting caught and punished in terms of loss of wages is high which in turn deters corruption among public officials. They argue that the variation in the ability of the principal to carefully monitor agents’ actions actually determines corruption. Ul-Haque and Sahay (1995) later theoretically demonstrated that low government wages lead to a decline in productivity of public officials and a rise in corruption. They find that, under imperfect information, firms are more likely to bribe tax collectors to reduce their taxes. Tanzi (1998), on the other hand, criticizes the effectiveness of public sector wages in controlling corruption by arguing that high public sector wages might not always deter corrupt officials because “corruption due to greed” cannot be mitigated by merely increasing wages.

Contrary to the established theoretical literature, Alam (1995) contends that variations in most corrupt activities can be explained by the differences in people’s ability to counteract corruption. This requires examining countervailing actions that losers can take to resist losses. Countervailing actions may take three forms: (i) evasive countervailing actions, (ii) direct countervailing actions and (iii) illicit countervailing actions.

Evasive countervailing actions seek to reduce dependence on corrupt officials and to reduce their potential gains from corruption. These actions include seeking another official who is not corrupt, substituting for goods and services that are available from the private sector, or finding alternative permission in another department, or going to another branch office where the same service can be delivered. Direct countervailing actions raise the costs to officials engaging in corruption. A wide range of instruments has been identified such as complains to superiors, protests and boycotts, filing lawsuits and speaking to the media about corrupt officials and corrupt deals. Finally, there are illicit countervailing actions that use one type of corruption as a means of avoiding losses from another type. All three types of actions are possible only if the corruption is visible to the victims.
The ability to engage in countervailing actions is a function of specific and global factors. Specific factors determine the effectiveness of countervailing actions in specific corrupt activities in a country. Specific factors encompass: (i) the types of corruption, (ii) the nature of losses from corruption, (iii) the nature of transactions between officials and private agents, (iv) the degree of access to corrupt officials and (v) the characteristics of losers. Alam (1995) has demonstrated how these specific factors explain the variations in corruption in postal services, passport offices, state-owned banks, college admissions, utility departments, irrigation department, the police department and a land consolidation programme. For example, the transaction that takes place in open and across the counter is less conducive to corruption simply because it is difficult to conceal. Purchasing of stamps at the post office or tickets at the railway station fall under this category. While transactions in enclosed spaces or under security such as transactions at airports and immigration offices are less vulnerable to countervailing actions because such transactions can be concealed easily.

Global factors influence the ability of losers to engage in countervailing actions across most corrupt activities. These global factors include: (i) the state of human, political and property rights, (ii) an efficient and impartial judiciary, (iii) media competition, (iv) the level and distribution of incomes, (v) the level of education, (vi) decentralization of the government and (vii) urbanization. These global factors are important determinants of corruption across countries and over time. Global factors such as the level of education and the distribution of income increase the ability of losers to engage in direct countervailing actions. Education gives more awareness to the people about their rights and enables them to fight for their rights. Similarly at higher levels of incomes, losers can use their resources to fight corrupt officials.

An inefficient judiciary may weaken the effectiveness of direct countervailing actions against corruption because losers may be reluctant to take corrupt officials to a court. Wei (1998) also emphasizes the critical role of an impartial and independent judiciary in controlling corruption because an effective judiciary increases the probability of being caught and punished and, hence, deters corruption.

Although victims can take evasive countervailing actions in multiple ways, the most common way is to avoid corrupt officials altogether. This notion of evasive countervailing actions is akin to the concept noted by Rose-Ackerman (1978). She analyzed the competitive pressure on a corrupt bureaucracy and argued that if applicants are given the opportunity to avoid
corrupt bureaucrats by reapplying to other departments, honest bureaucrats could eliminate bribes altogether.

**Empirical Analysis of Causes of Corruption**

The empirical literature on the determinants of corruption for a large sample of countries is still in its early stages. Systematic empirical analysis of the causes of corruption first emerged during late 1980s and early 1990s. Goel and Rich (1989), Meier and Holbrook (1992) and Goel and Michael (1998) have used regression analysis to study the determinants of corruption for the United States. There are several other studies such as those by Wedeman (1997) and Gray and Kaufmann (1998) that are based on investigative reports and present some sort of data analysis. Empirical studies conducted during that period relied heavily on actual data on corruption. For example, Goel and Rich (1989) used the “proportion of all government employees who are convicted of bribery” as a measure of corruption at federal, state and local levels in the United States for the period 1970-1983. Most studies were restricted to only one country. The statistical analysis of corruption for a cross-section of countries was made possible by the availability of corruption indices for a large number of countries.


Aides and Di Tella (1997) have shown that active industrial policies are positively correlated with corruption. These tests were done for a sample of 32 countries for the period of 1989-1992. The authors first tested the effects of these policies on corruption by estimating the following model:

$$\text{CORR} = \beta_0 + \beta_1 \text{INDPOL} + \beta_2 \text{POL} + \beta_3 \text{SECURE} + \beta_4 \text{SCHOOL} + \beta_5 \text{GDP} + \beta_6 \text{OPEN}$$

where CORR are the corruption indices taken from the World Competitiveness Report (WCR) (1989-1992) and Neumann (1994) and his collaborations at Impulse, INDPOL are two indices of industrial policy taken from the WCR. A “procurement index” measures the extent to which public procurement is open to foreign bidders and a “fiscal index” measures the
extent to which there is equal fiscal treatment to all enterprises. A political rights index (POL) is employed as a measure of extent of political competition. The index is taken from Gastil (1996) who calculated an index of freedom by indexing political rights for 165 countries. Political rights involve the right of a person to take part in political process freely and without any restrictions. An index on general law enforcement in the country (SECURE) is taken from the WCR. This index measures the extent to which people and property are protected. SCHOOL is the average years of total schooling, GDP is the level of per capita income and OPEN is the total imports in GDP.

Ades and Di Tella (1997) found that active industrial policy induces corruption after controlling for the effects of other variables. A one standard deviation increase in the measure of industrial policy correspondingly increases the corruption index by 11.5%. After calculating the effect of active industrial policy on corruption, they calculated the effect of industrial policy on investment in the presence of corruption by estimating the following model:

\[
\text{Investment} = f(\text{Industrial policy, Corruption, Level of education, Government consumption, GDP, Number of revolutions and Coups per year})
\]

The coefficient of the measure of industrial policy is positive and significant after controlling for the effects of other variables. This demonstrates that industrial policy and investment are positively and significantly correlated. The negative coefficient of corruption indicates that corruption reduces investment. Thus, the total effect of industrial policy on investment is only slightly above 50% of what it would be if industrial policy did not induce corruption.

Ades and Di Tella (1995a) examined the effects of product market competition on corruption by controlling for the level of development and degree of political competition. They showed that corruption is higher in economies dominated by a small number of firms or where domestic firms are protected by high tariffs. However, Bliss and Di Tella (1997) subsequently argued that market competition reduces corruption only under an impartial judiciary and an honest police force. The corrupt officials can force some firms to exit and induce others to pay bribes for protection of high and abnormal profits.

Ades and Di Tella (1995b) tested the empirical relationship between openness and corruption in the presence of well-developed judicial system
for a sample of 55 countries for the period of 1981-1983. They ran the following regression:
\[
\text{CORR} = \beta_0 + \beta_1 \text{GDP} + \beta_2 \text{SCHOOL} + \beta_3 \text{POL} + \beta_4 \text{OPEN} + \beta_5 \text{JUD} + \beta_6 \text{OPENJUD}
\]

where CORR is the corruption index taken from Business International, GDP is GDP per capita, SCHOOL is the average years of total schooling, POL is an index of political rights, OPEN is the share of imports in GDP and JUD represents the independence of the judiciary system. The data on the independence of the judiciary system, taken from Business International, are used to create a dummy variable. The value of a dummy variable is one if the index of independence of judiciary system is greater than the mean of the sample and zero if the index is less than its mean. OPENJUD represents the interaction between OPEN and JUD or OPEN x JUD. All these variables are the averages of their 1981-1983 observations.

The above model was estimated using the ordinary least square technique. The coefficients of openness and independent judiciary were found negative suggesting that openness and independent judiciary deter corruption. The main objective of the study, however, was to test the significance of the coefficient of interaction term (OPENJUD). The positive sign of the interaction term suggests that the openness or degree of competition is more effective in abating corruption in countries where the judiciary system is not well developed. A one standard deviation increase in openness reduces corruption by 0.38 points if the judiciary system is independent (above the mean), but a one standard deviation increase in openness reduces corruption by 2.09 points if the judiciary system is relatively dependent (below the mean). A similar approach was used in World Development Report (1997: 104 and 168). The study shows that after controlling for other explanatory variables, an index of the predictability of the judiciary significantly influences the level of corruption in 59 countries.

In addition to the positive linear relationship between various measures of government regulations and corruption, Rijckegehem and Weder (1997) have estimated the impact of public-private wage differentials on corruption and found a significant negative relationship between public sector wages and corruption for a sample of 23 countries. Goel and Rich (1989) have found a negative and significant relationship between public sector wages and corruption at federal, state and local levels in the United States. While examining the significance of a system of recruitment and promotion, Rauch and Evans (2000) empirically demonstrated that a merit-based method of
recruitment and promotion of public officials increases the quality of bureaucracy and hence reduces corruption. Studies by Swamy et al. (1999) and Treisman (2000) have also investigated the relationship between corruption and average government wage as a multiple of per capita GDP after controlling for a variety of other influences. The results are ambiguous and mostly insignificant, depending on the indicator for corruption employed and the inclusion of control variables.

Although the empirical results on the impact of the size of bureaucracy on corruption are ambiguous, Husted (1999) concludes that there is no relationship between government size — measured as government consumption in total GDP — and corruption. However, LaPalombara (1994) confirms a weak positive relationship between the size of the public sector and corruption for a sample that excludes the Scandinavian countries. Meier and Holbrook (1992) also found a positive relationship between the size of the bureaucracy — measured as the number of government employees per thousand persons — and political corruption in the American States for the period of 1977-1987.

Unlike empirical studies that analyze corruption from the winners’ point of view, the theory of countervailing actions that emphasize the positive effects of bureaucratic competition on corruption has been neglected in the empirical literature. However, several authors have analyzed corruption by including various global factors such as press freedom, distribution of income and democracy etc. for a cross-section of countries. Unfortunately, these empirical studies have failed to test the relationship between bureaucratic competition and corruption.

Husted (1999), for example, did not test the impact of global factors on corruption individually. He uses the level of economic development to proxy global factors that were identified by Alam (1995) because these global factors, according to him, are highly correlated with economic development. Nevertheless, Husted (1999) employed a measure of income distribution as a separate factor in his regression model and demonstrated that it does not affect corruption significantly. Like Husted (1999), Fisman and Gatti (1999) neglected several global factors in their analysis. By regressing various measures of corruption on indicators of press freedom, Brunetti and Weder (1998) show that a free press reduces corruption. Laws and regulations that influence media content, political influence over media content, economic influence over media content and repressive actions are used to measure press freedom. These variables are compiled by Freedom House. The four separate indices and an aggregate index of press freedom all impact
negatively on the level of corruption in various specifications. Paldam (1999) tests the relationship between democracy and corruption using Gastil index for democracy. Although the study finds a large value for a correlation coefficient between the two variables, the relationship does not hold in multivariate regressions as soon as GDP per head is included. Consequently, the author argues that the effect of democracy is ambiguous. The similar results were found in Treisman (2000). However, Treisman (2000) also found that the number of years a democracy has been in place is a more important factor than democracy per se for determining corruption.

There are several other determinants of corruption that are emphasized in the empirical literature. For example, La Porta et al. (1997) show that trust has a negative effect on corruption for a sample of 33 countries after controlling GDP per head. They used trust data from the World Value Service which surveyed 1000 randomly selected people in 40 countries. The question that measures the trust index is as follows: "Generally speaking, would you say that most people can be trusted or that you can't be too careful in dealing with people?" The authors contend that trust can alleviate corruption. The impact of gender on corruption has also been investigated by Swamy et al. (1999) and Dollar et al. (1999). The authors determine the percentage of women in the labour force and in parliament. Both indicators negatively affect the level of corruption in a cross-section of up to 66 countries. The influence is large in magnitude, highly significant and robust throughout a large variety of regressions, controlling for various variables. These findings suggest that policies designed to increase the role of women may help in lowering the level of corruption.

Leite and Weidmann (1999) argue that abundance of natural resources creates opportunities for rent-seeking behaviour and gives rise to corruption. Exports of fuels and minerals as a share of GNP are used as a measure of natural resources. They find a significant and positive relationship between abundance of natural resources and corruption for a cross-section of 72 countries, controlling for income in 1970. The results appear to be robust for a variety of specifications.

Recently, Treisman (2000) tested the effects of colonialism and religion on corruption. He presented a detailed empirical analysis on the determinants of corruption using corruption indices from Transparency International and Business International. Treisman (2000) introduced two new factors as possible determinants of corruption, colonial heritage and religious affiliation. He finds a strong relationship between religion and corruption. He regresses corruption on the percentage of Protestants in the total population.
in a sample of up to 64 countries and obtains a highly significant negative impact of this index on corruption, controlling for other variables such as GDP per head. The same relationship is also tested in La Porta et al. (1997, 1999).

Treisman (2000) found that economies with a British colonial heritage have a low level of corruption than other countries after controlling for the level of income per head and various other variables, for example, the existence of a common law legal system.

Although a number of studies propose a cross-country analysis of the determinants of corruption that have incorporated Alam's insights into the causes of corruption, the empirical literature has failed to test the relationship between bureaucratic competition and corruption. The main purpose of this paper is to fill this gap.

III. SOURCES OF CORRUPTION DATA

The empirical analysis of corruption for a large sample of countries has been constrained for almost two decades by lack of data. There are two reasons for this gap. First, it is difficult to define corruption in a way that is valid across countries. A transaction that is considered corrupt in one culture may be regarded as benign in another. Second, corrupt transactions are kept secret because they are illegal, so counting and estimating is hard.

Nevertheless, the empirical analysis of corruption is made possible by the availability of data on indices of corruption that were created mostly for business-related purposes. The two most common characteristics of these corruption indices are that they measure the perception of corruption from the perspective of foreign firms and are aggregate in nature. To overcome these limitations, the World Bank conducted a survey that measures the perception of corruption from domestic and foreign firms' point of view. Moreover, these indices are also available for individual categories such as the police, customs, public health care and the judiciary.

The World Bank data provides measures of corruption from several perspectives. For example, one question asks respondents to rate on a scale of 1 to 6 how corruption is problematic in doing business. The other question asks respondents to rate on a scale of 1 to 6 whether these businesses accept bribes. Still another question asks about the pervasiveness of bribery. The importance of these indices was discussed by Brunetti, Gregory and Beatrice (1997), who argue that foreign firms can avoid corruption more easily than the small domestic firms because politicians and bureaucrats treat the foreign firms differently. Kaufmann and Wei (1999) also found that large firms with
foreign participation spend less time with the government officials to settle
transactions. Thus, foreign firms have the advantage over domestic firms in
overcoming government regulations.

This study uses four different indices of corruption to test the positive
relationship between bureaucratic competition and corruption; three from the
World Bank survey and one from the Transparency International. Question #
12n of section III of the questionnaire (survey)\(^2\) measures total corruption.
The question is as follows: “Please judge on a six point scale (1-6) how
problematic corruption is for doing business.” Question # 14 of section IV of
the questionnaire (survey) measures the extent of bribery. The question is as
follows: “It is common for firms in my line of business to have to pay some
irregular ‘additional payments’ to get things done. Is this statement true?”
Six answers listed afterwards are “always”, “mostly”, “frequently”,
“sometimes”, “seldom” and “never”. Similar to question # 14, question # 16
of the same section measures the extent of unorganized (unpredictability of)
bribery. The question is as follows: “Even if a firm has to make an
‘additional payment’ it always has to fear that it will be asked for more, e.g.
by another official. Is this statement true?” Six answers “always”, “mostly”,
“frequently”, “sometimes”, “seldom” and “never” are listed at the end of the
question. For each country the replies to the 6 categories are aggregated,
yielding categorical data on bribery and unorganized bribery.

After re-scaling all original corruption indices from a 1 (high) to 6 (low)
scale to a 1 (low) to 6 (high) scale, I have converted all corruption indices
from a 1 (low) to 6 (high) scale to a 0 to 10 scale. An index of 0 means
negligible corruption whereas an index of 10 means high corruption. The
conversion of the corruption index from 1 to 6 to 0 to 10 makes the analysis
more convenient in two ways. First, it is now easier to compare results with
the Transparency International index of corruption, which runs from 0 to 10.
Second, it avoids confusion regarding both the positive and negative
relationships with other independent variables. Thus, the indices always
represent low corruption as 0 and high corruption as 10.

The empirical literature on the effects of the global factors on corruption
has not investigated the role of bureaucratic competition in determining the
level of corruption. I have included bureaucratic competition along with

\(^2\)The questionnaire can be downloaded from http://www.worldbank.org/research/growth/
wdr97.htm.
other global factors to test the positive relationship between bureaucratic competition and corruption. These global factors include bureaucratic competition, urbanization, level of education, level of information, level and distribution of incomes and democracy.

Question # 18 of section IV of the questionnaire measures an index of bureaucratic competition. The question is as follows: “If a government agent acts against the rules I can usually go to another official or to his superior and get the correct treatment.” Six answers listed afterwards are “always”, “mostly”, “frequently”, “sometimes”, “seldom” and “never”. For each country the replies to the 6 categories are aggregated, yielding categorical data on competition within bureaucracy. The index ranges from 1 (impossible to avoid corrupt official) to 6 (always possible to avoid corrupt officials). For maintaining consistency I have also converted the index from 1-6 scale to a 0-10 scale. Data on urbanization are taken from World Development Indicators that are available for more than 100 countries for 1996. Urbanization is defined as the share of urban population in the total population. The level of education is measured as average years of schooling at age 15 and above in the total population. The data are drawn from Barro and Lee (1993, 1996) and are available for 98 countries for 1990. Data on newspaper circulation per 1000 persons as a measure of level of information are taken from the World Development Report (WDR) for 1994. An appropriate measure of distribution of income is the Gini coefficient. There are two problems associated with such data. First, the data cover different time periods across countries. Second, the data are not available for many developing countries. I have utilized the ratio of the share of income of upper 20% of the population to the share of income of lowest 20% of the population as a measure of income distribution. The data on distribution of income are taken from the World Development Report. The advantage of using this measure is that it is available for large sample of countries. An index of political rights is used as a measure of democracy. The index is taken from Gastil (1996) and ranges from 1 (free) to 7 (not free). The index covers 153 countries for 1996.

Apart from the global factors, a measure of foreign competition, size of the government and the extent of the government regulations are also included in the model. The share of total imports in GDP measures the level of foreign competition in the country. The data on share of total imports in GDP are for 1996 and are taken from World Development Indicators. The share of government consumption in GDP measures the government size. The data on share of government consumption in GDP are for 1996 and are taken from World Development Indicators.
This study has utilized a more comprehensive and direct measure of government regulations; a composite index of government regulations. The index of government regulations measures the extent of regulations imposed by government regarding business operations, price controls, foreign trade (exports and imports), labour regulations, foreign currency regulations, tax regulations and safety and environmental regulations. This index is an average of seven indices with equal weights and is taken from the World Bank Survey (1996). All of these seven indices are available for 67 countries for 1996 and range from 1 (no regulation) to 6 (complete regulation). These seven indices are added with equal weights and converted to 0 to 10 scale.

IV. METHODOLOGY

I have estimated the following single equation model:

\[
\text{Corruption Index} = \beta_0 + \beta_1 \text{ (bureaucratic competition)} + \beta_2 \text{ (controlled variables)}
\]

In the above model, corruption is the logistic transformation of various corruption indices that are taken from the World Bank (1996) and Transparency International (1998). On the right hand side of the above model, I have included, in addition to several global factors, factors that measure government interventions. The global factors include bureaucratic competition, level of information, rate of urbanization, levels of education, the distribution of income and democracy. In addition to the losers’ perspective, I have included factors that represent winners’ perspective. I have used two factors that measure the extent of government interventions: an index of regulations and government consumption as a percentage of the GDP. I have included the share of imports in GDP as a measure of foreign competition. The above model is estimated for a sample of 41 countries.

---

3Question # 12a, 12b, 12c, 12e, 12f, 12g and 12j of the survey represent these seven indices on government regulations. q12a = Regulations for starting business/new operations, q12b = Price control, q12c = Regulations on foreign trade (exports, imports), q12e = Labour regulations, q12f = Foreign currency regulations, q12g = Tax regulations and/or high taxes, q12j = Safety or environmental regulations. Composite index = Average of seven indices (q12a, q12b, q12c, q12e, q12f, q12g and q12j).
without the measure of income distribution. The sample size is constrained by the inclusion of measure of income distribution.\footnote{The 41 countries are Africa (Benin, Cameroon, Congo, Ghana, Kenya, Malawi, Mali, Mauritius, Mozambique, Senegal, South-Africa, Tanzania, Togo, Uganda, Zambia, Zimbabwe), Asia-Pacific Region (Malaysia), USSR, Caribbean (Jamaica, Central America (Costa Rica), Europe (Austria, France, Germany, Hungary, Ireland, Italy, Poland, Portugal, Spain, Switzerland, Turkey), UK, Middle East (Jordan), North America (Canada, Mexico, USA), South America (Bolivia, Colombia, Ecuador, Guyana, Venezuela).}

None of the empirical studies on the causes of corruption address the econometric issue regarding the upper and lower limits of the corruption index. The most appropriate technique for estimating the regression parameter is the logistic model if the dependent variable has upper and lower limits. These models satisfy two conditions. First, as the independent variables increase, corruption increases or decreases, but never moves outside the limits, 0 and 10.\footnote{I have used case-wise deletion method. The countries that are deleted in my study due to non-availability of data on income distribution includes Austria, Benin, Cameroon, Congo, Ireland, Malawi, Mali, Mauritius, Mozambique, Portugal, Togo and Turkey. The corruption rankings for these economies range from 2 (Ireland) to 8.14 (Congo) on a 0 (low corruption) to 10 (high corruption) scale.} Second, the relationship between independent variables and corruption is non-linear. The relationship can also be expressed as a S-shaped curve. I estimate the parameters by adopting the following functional form, commonly known as a logistic curve.

\[
\ln \left( \frac{X_i}{10 - X_i} \right) = f \left( \text{Independent Variables} \right)
\]  

where \(\ln\) is the natural log and \(X_i\) is the value of the corruption index between zero and ten. Taking exponential on both sides of the equation (1) yields

\[
\left[ \frac{X_i}{10 - X_i} \right] = \exp \left( \text{RHS} \right)
\]  

where RHS = \(\beta_0 + \beta_1\) (competition in bureaucracy) + \(\beta_2\) (control variables). Solving equation (2) for \(X_i\) yields

\[
\]
\[ X_i = \frac{10 \exp(RHS)}{1 + \exp(RHS)} \]  

Equation (3) can also be written as

\[ X_i = \frac{10}{1 + e^{-RHS}} \]  

The variables on the RHS in (4) approach \( \infty \), the value of the dependent variable (corruption index) approaches 0. If the variables on the RHS approach \(-\infty\), the value of the dependent variable (corruption index) approaches 10. This suggests that the value of the corruption index must be within the limits of 0 and 10.

From equation (1), the value of \( \frac{\partial X}{\partial Y} \), the partial relationship between the independent variables and the corruption index, can be calculated as follows:

Equation (1) \( \Rightarrow \ln \left[ \frac{X_i}{10 - X_i} \right] = \beta_c + \beta_i Y_i \)

where \( Y_i \) is an independent variable and \( X_i \) is the corruption index. The derivative of equation (1) is calculated with respect to \( Y_i \) as follows:

\[ \frac{\partial \ln \left[ \frac{X_i}{10 - X_i} \right]}{\partial Y_i} = \beta_i \]

\[ \Rightarrow \left[ \frac{10 - X_i}{X_i} \right] * \left[ \frac{(10 - X_i) \frac{\partial X_i}{\partial Y_i} + X_i \frac{\partial X_i}{\partial Y_i}}{(10 - X_i)^2} \right] = \beta_i \]  

Equation (5) can be simplified as follows:

\[ \Rightarrow \left[ \frac{10 - X_i}{X_i} \right] * \left[ \frac{(10 - X_i + X_i) \frac{\partial X_i}{\partial Y_i}}{(10 - X_i)^2} \right] = \beta_i \]

\[ \Rightarrow \left[ \frac{10 \frac{\partial X_i}{\partial Y_i}}{(10 - X_i) + X_i} \right] = \beta_i \]
\[ \frac{\partial X_i}{\partial Y_i} = \frac{(10 - X_i)X_i}{10} \beta_i \]

where \( X_i \) is the corruption index, \( Y_i \) is any independent variables and \( \beta_i \) is the parameter in equation (1).

The model is estimated using ordinary least square method on the transformed variables. Each model is corrected for hetroskadasticity. I have excluded outliers from each model. I plot residuals from each regression and exclude those countries for which the error term is greater than its mean \pm two standard deviations. The sensitivity of the coefficient of bureaucratic competition has also been tested using extreme bound analysis.

V. ESTIMATION AND RESULTS

The model is estimated with and without logistic transformation for the same set of countries. The overall results from the logistic models are better than the results from the conventional models. The results show that the magnitude of the coefficients is slightly higher in logistic models. However, the sign of the coefficients, their levels of significance and the overall explanatory power of the two models are more or less the same.

The regression results are presented in Table 1. The overall explanatory power of the models ranges from 64 percent to 88 percent indicating high explanatory power. In each model, the value of the F-statistic is significant. The number of observations in each model changes, depending upon the number of outliers in each model. The overall F-statistic remains significant at 1 percent level. The magnitude of the coefficients does not represent the relationship between corruption and the independent variables because I used transformed dependent variables. The sign and significance of the coefficients have not been altered as a result of this logistic transformation. I have calculated the slope coefficient — the relationships between corruption and the independent variables — by calculating \( \frac{dy}{dx} \), where \( y \) is the corruption index and \( x \) is any independent variables.

The results confirm, for each measure of corruption, that the coefficient of bureaucratic competition is negative with 1 or 5 percent level of significance. A unit increase in the index of bureaucratic competition reduces corruption by an average of one-half point. The results hold when I use T198 corruption index.
**AHMAD: Corruption and Competition in Bureaucracy**

**TABLE 1**

Regression Results

<table>
<thead>
<tr>
<th>Variables</th>
<th>Total Corruption</th>
<th>Total Corruption</th>
<th>TI 98</th>
<th>TI 98</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>1.617942</td>
<td>(1.156)</td>
<td>4.708153</td>
<td>(3.124)**</td>
</tr>
<tr>
<td>Regulations</td>
<td>1.230951</td>
<td>(4.117)**</td>
<td>0.979733</td>
<td>(4.055)**</td>
</tr>
<tr>
<td>Bureaucratic Competition</td>
<td>-0.370945</td>
<td>(-2.884)**</td>
<td>-0.39784</td>
<td>(-2.862)**</td>
</tr>
<tr>
<td>Total Years of Schooling</td>
<td>-0.2908</td>
<td>(-0.09953)</td>
<td>-0.17884</td>
<td>(-1.549)</td>
</tr>
<tr>
<td>Imports as % of GDP</td>
<td>-0.00953</td>
<td>(-0.991)</td>
<td>-0.00804</td>
<td>(-1.205)</td>
</tr>
<tr>
<td>Government Consumption</td>
<td>-0.02908</td>
<td>(-0.797)</td>
<td>-0.00534</td>
<td>(-0.149)</td>
</tr>
<tr>
<td>Urbanization</td>
<td>0.021709</td>
<td>(2.058)*</td>
<td>0.010749</td>
<td>(0.777)</td>
</tr>
<tr>
<td>Income Distribution</td>
<td>-0.02673</td>
<td>(-0.727)</td>
<td>-0.01726</td>
<td>(-0.571)</td>
</tr>
<tr>
<td>Political Liberty</td>
<td>-0.42156</td>
<td>(-3.743)**</td>
<td>-0.23354</td>
<td>(-1.991)*</td>
</tr>
<tr>
<td>Dummy for Transitional Economies</td>
<td>1.261315</td>
<td>(1.955)*</td>
<td>1.186559</td>
<td>(1.717)*</td>
</tr>
<tr>
<td>Newspaper Circulation</td>
<td>-0.00704</td>
<td>(-2.744)**</td>
<td>-0.00697</td>
<td>(-4.162)**</td>
</tr>
<tr>
<td>Adjusted R²</td>
<td>0.84</td>
<td></td>
<td>0.71</td>
<td>0.88</td>
</tr>
<tr>
<td>F-Statistic</td>
<td>15.02***</td>
<td></td>
<td>12.15***</td>
<td>19.61***</td>
</tr>
<tr>
<td>Number of Countries</td>
<td>28</td>
<td></td>
<td>41</td>
<td>26</td>
</tr>
</tbody>
</table>

**TABLE 1 (cont’d)**

<table>
<thead>
<tr>
<th>Variables</th>
<th>Bribery</th>
<th>Bribery</th>
<th>Unorganized Bribery</th>
<th>Unorganized Bribery</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>2.379402</td>
<td>(-1.177)</td>
<td>1.259157</td>
<td>(-0.546)</td>
</tr>
<tr>
<td>Regulations</td>
<td>0.845776</td>
<td>(2.834)**</td>
<td>0.975406</td>
<td>(4.585)**</td>
</tr>
<tr>
<td>Bureaucratic Competition</td>
<td>-0.35731</td>
<td>(-2.245)**</td>
<td>-0.54401</td>
<td>(-3.241)**</td>
</tr>
<tr>
<td>Total Years of Schooling</td>
<td>-0.16295</td>
<td>(-1.777)*</td>
<td>-0.15687</td>
<td>(-1.82)*</td>
</tr>
<tr>
<td>Imports as % of GDP</td>
<td>-0.00338</td>
<td>(-0.376)</td>
<td>-0.00464</td>
<td>(-0.844)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>------------------------</td>
<td>------</td>
<td>------</td>
<td>------</td>
<td>------</td>
</tr>
<tr>
<td>Government Consumption</td>
<td>-0.12682</td>
<td>-0.06449</td>
<td>-0.11151</td>
<td>-0.05768</td>
</tr>
<tr>
<td></td>
<td>(-2.931)**</td>
<td>(-1.617)</td>
<td>(-2.521)</td>
<td>(-1.61)</td>
</tr>
<tr>
<td>Urbanization</td>
<td>-0.01041</td>
<td>-0.00252</td>
<td>0.007372</td>
<td>0.008964</td>
</tr>
<tr>
<td></td>
<td>(-0.716)</td>
<td>(-0.279)</td>
<td>(0.383)</td>
<td>(0.788)</td>
</tr>
<tr>
<td>Income Distribution</td>
<td>-0.09399</td>
<td>-0.08943</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(-3.691)**</td>
<td>(-2.627)**</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Political Liberty</td>
<td>-0.29921</td>
<td>-0.17421</td>
<td>-0.36263</td>
<td>-0.2199</td>
</tr>
<tr>
<td></td>
<td>(-2.9921)</td>
<td>(-2.008)*</td>
<td>(-2.125)**</td>
<td>(-2.207)**</td>
</tr>
<tr>
<td>Dummy for Transitional Economics</td>
<td>1.257536</td>
<td>1.594121</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(2.286)**</td>
<td>(3.485)**</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.737032</td>
<td>(1.37)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.916845</td>
<td>(1.83)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Newspaper Circulation</td>
<td>-0.00069</td>
<td>-0.00333</td>
<td>-0.003</td>
<td>-0.00385</td>
</tr>
<tr>
<td></td>
<td>(-0.234)</td>
<td>(-2.364)**</td>
<td>(-0.803)</td>
<td>(-2.236)**</td>
</tr>
<tr>
<td>Adjusted R²</td>
<td>0.64</td>
<td>0.75</td>
<td>0.65</td>
<td>0.75</td>
</tr>
<tr>
<td>F-Statistic</td>
<td>5.93***</td>
<td>12.60***</td>
<td>6.23***</td>
<td>13.94***</td>
</tr>
<tr>
<td>Number of Countries</td>
<td>28</td>
<td>39</td>
<td>29</td>
<td>40</td>
</tr>
</tbody>
</table>

* 10% level of significance  
** 5% level of significance  
*** 1% level of significance  

Results are adjusted for heteroskedasticity. Figures in parentheses are t-values.

Three measures that determine the amount of rent in the economy have been included:⁷ (i) an index of government regulations, (ii) the share of imports in GDP and (iii) the government size. The results show a significant positive relationship between the index of government regulations and corruption for each measure of corruption. The coefficient is significant at 1 or 5 percent level. Virtually in all cases, the coefficient is close to one. In other words, a unit increase in the index of government regulations would increase corruption index by one point. The coefficient remains close to one and is significant at 1 percent level when I drop the measure of income distribution. The results hold when I use the TI 98 corruption index. Thus, my results support the hypothesis that government regulations are conducive to corruption. These results confirm the findings of Ades and Di Tella (1997), who have demonstrated that pervasive government regulations create illicit rents and induce public officials to misuse their power for illegal payments.

⁷I have also included GDP per capita in the regressions. The inclusion of GDP per capita did not improve the results because it is correlated with other independent variables such as level of education, urbanization and size of the government. The correlation between GDP and urbanization is 0.62 and the correlation between GDP and level of education is 0.74. All these coefficients are significant at 5% level of significance.
I do not find a significant negative effect of the share of imports in GDP on corruption albeit. The coefficient remains insignificant when I drop the measure of income distribution, although it has the expected negative sign. The value of the coefficient is also very small, ranging from $-0.009$ to $-0.003$. The results may be due to the fact that I have already included a comprehensive measure of regulations that include regulations on foreign trade in the regression model.

The coefficient of the size of the government has the wrong sign. Although the size of the government is negatively related to corruption, suggesting that larger government size deters corruption, the coefficient is very small ($0.005$) in the case of total corruption with income distribution. One reason for this negative relationship is that corruption might also affect government size. If corruption is pervasive this will reduce government revenue earnings which is one proxy to measure the size of the public sector. This suggests that large government size and low levels of corruption are compatible with each other. Husted (1999) concludes that there is no relationship between the size of the government and corruption. He argues that the relationship between the size of the government and corruption may be valid within some specific set of countries.

The coefficient of the level of education is significant except for unorganized bribery. The results become less significant when I drop the measure of income distribution, although all of them have the expected signs. The coefficients vary from $-0.29$ to $-0.14$. The negative relationship between the level of education and corruption remains significant when I use the TI 98 corruption index.

The coefficient of democracy is negative and significant in all cases. The value of the coefficient fluctuates between $-0.42$ and $-0.29$ across different measures of corruption. The results support the argument made by Wei (1998) that democracy helps reduce corrupt activities. The results hold when I use the TI 98 corruption index.

The effect of newspaper circulation is negative in all regressions. However, it is significant only when total corruption is considered. The value of the coefficient is $-0.007$ when total corruption is used as a measure of corruption. The coefficient of newspaper circulation is highly significant when TI 98 corruption index is used. The results confirm the hypothesis that corrupt officials are reluctant to involve in corrupt activities if losers are well informed. This confirms the finding of Brunetti and Weder (1998).
The coefficient of urbanization has expected negative sign though insignificant only when bribery was used to measure corruption. The coefficient is insignificant with wrong sign for all other corruption indices. The coefficient becomes significant at 1 percent level with positive sign when TI 98 corruption index is used.

The coefficient of the dummy variable for transitional economies is found insignificant when bribery and unorganized bribery are used to measure corruption. The coefficient, however, becomes significant with the expected positive sign in all cases when measure of income distribution is excluded. The results suggest that countries with socialist heritage are more prone to corruption.

To sum up, corruption is determined not only by government regulations but bureaucratic competition, level of education, democracy and newspaper circulation. The results of this study clearly demonstrate the positive effects of bureaucratic competition on corruption for a cross-section of countries.

Sensitivity Analysis

The potential problem pertaining to the empirical analysis of the causes of corruption is the choice of relevant explanatory variables. Various empirical studies have focused on different sets of explanatory variables. In this section, I intend to test the robustness (consistency) of bureaucratic competition used in the above equation that is found to be significant. The following regression equation has been used for the analysis:

\[ Y = \beta_0 + \beta_1 I + \beta_2 M + \beta_3 Z + u \]

where, \( Y \) = measure of corruption; \( I \) = variables that are always included in the regression; \( M \) = variable of interest and \( Z \) = a subset of all potentially relevant variables that have been used in the empirical literature.

In extreme bound analysis, I have first estimated the above regression equation with all possible linear combinations of three \( z \) variables out of nine.\(^5\) After calculating all possible linear combinations of the three \( z \)-variables, the value of upper and lower bounds has been calculated, defined

---

\(^5\)The nine variables are (i) imports as a share of GDP, (ii) income distribution, (iii) urban population as a percentage of total population, (iv) inflation measured as consumer price index, (v) annual growth in GDP per capita, (vi) total population, (vii) newspaper circulation, (viii) government consumption and (ix) a dummy variable for transitional economies.
as $\beta_m \pm$ two standard deviations. If the coefficient of $\beta_m$ is significant with the expected sign at the extreme bounds, then one can confidently accept the partial correlation between $y$ and $m$ variables. If the coefficient of $m$ variable becomes insignificant or changes sign at these extreme bounds, the partial relationship between $y$ and $m$ is not robust. In this case, the variable is fragile. A total of 84 regressions have been estimated. Those regressions where some $z$ variables are perfectly collinear have been dropped.

The results are presented in Table 2. The measure of bureaucratic competition has been found robust in all cases except TI 98.

TABLE 2

<table>
<thead>
<tr>
<th>Extreme Bound Analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Total Corruption, Bribery, Unorganized</td>
</tr>
<tr>
<td>Bribery, Transparency International 1998)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Variables</th>
<th>Total Corruption</th>
<th>Bribery</th>
<th>Unorganized Bribery</th>
<th>TI 98</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bureaucratic</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Competition</td>
<td>Robust</td>
<td>Robust</td>
<td>Robust</td>
<td>Fragile</td>
</tr>
</tbody>
</table>

VI. CONCLUSIONS

This study empirically examines the relationship between bureaucratic competition and corruption for a cross section of countries by using the World Bank (1996) data on various corruption indices. The results show that the bureaucratic competition has a negative and significant effect on all types of corruption after controlling other variables such as level of education, measure of democracy and newspaper circulation. The bureaucratic competition has also been found robust in most cases.

The results reveal that the extent of government regulations has a significant positive effect on corruption for each measure of corruption. I did not find a significant effect of the share of imports in GDP on corruption. However, the coefficient has the expected negative sign but not significant. Moreover, the results do not support the argument that the size of the government is conducive to corruption. The coefficient has negative sign, suggesting that large government size reduces corruption; the coefficient is significant in some cases albeit.

The World Bank (1996) data set on corruption includes several transitional economies: making in transition to markets from a planned socialist economy. The coefficient of dummy for transitional economies is
positive and significant suggesting the fact that countries with socialist heritage are more prone to corruption. This may be because these economies are lacking in clear, well-reformed property rights that may worsen society’s capacity to fight corruption.

In sum, this empirical exercise has improved the existing empirical literature in several respects. First, the causes of corruption from the perspectives of losers and winners have been probed. Second, a logistic transformation is employed to estimate the models. Third, a measure of bureaucratic competition is introduced that has been emphasized in the theoretical literature. Finally, extreme bound analysis (EBA) is performed to test the robustness of bureaucratic competition.

**Policy Recommendations**

This empirical analysis has suggested policies that may help in controlling corruption. This study confirms that bureaucratic competition is an important determinant of corruption. Government policies that reduce the dependence on corrupt officials by setting up multiple offices for their services such as police stations, passport offices and public utilities reduce corruption. The analysis suggests that policies should be designed to reduce the discretionary power of the officials and provide transparent rules and regulations that increase the probability of detection and reduce the ability of corrupt officials to contrive bribes. Thus, policies relating to the reduction of excessive government regulations are helpful in limiting corruption.

This study suggests that long-term policies should be designed to increase the quantity and quality of education, thus, increasing the ability of losers to realize their losses from corruption. Moreover, spending on education is itself less susceptible to corruption. The level of information must also be broadened to limit corruption. Finally, all policies that lead to equal distribution of income may be helpful controlling corruption as these policies provide more resources to mount countervailing actions against corrupt officials.

In sum, government should adopt prudent policies that strengthen the community’s ability to resist corruption whether by enabling losers to avoid their losses or limiting the discretionary power of the winners.

**Proposals for Future Research**

This paper, however, left several unresolved issues that require attention. First, in this study, the effects of the government size on corruption have been tested, but did not test how corruption might affect the government size.
In the future, a simultaneous equation model can be used to determine the effects of government size on corruption. Second, the study presents a static approach to the causes of corruption. The causality between global factors and corruption can also be a topic for future research when appropriate time series data become available. Third, as Transparency International is including additional countries in their sample, future research should also test the significance of the global factors for a larger sample of countries. Fourth, at the disaggregated level, future research should also compare the effectiveness of the global factors for different types of corruption, for example, coercive and collusive.
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