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'ATTEMPT THIS PAPER ON THIS QUESTION SHEET ONLY.

Question 1. '
Select the most appropriate option from the following: (10x1=10)

1)

<)

3)

4)

5)

6)

7

8)

What are the eniry points to kemel?

a) System call

b) intesrrupt

¢) Signal

d) Al of these
Tmmwmmnmnwdﬂumw'mhhldh
a) PCB

b) PPFDT

@} System wide file tabe

d) Inode table

PCB of a process is updated when happans
&) Contaxt switch

b) Mode switch

¢) Interrupt

d) None of the above

The ______of the child is retumed in the status argument of wait()?

a) PiD

b PCB

g) BIGMAL

d) Retum valus

I tha Bass and Limit registers of a process contain 100 and 200 respactively, then the ranga
of the valld addresses will ba

a) 10010 200

b} 10010 198

g) 10010 300

d) 10010289

in Usar Level Threads 1;17 mapping can be done using:

a) Ready State

b} Scheduling

) pthread

d) Memel level librares

Thi return value of fork() in parent coda is tha:

a) PID of parant

B} PID of child

¢} Address of PCB of parent

d) Address of PCB of child

VWhan several processes access the same dala concurmently and the culcome of the
exgcution depands on the parlicular order in which the access takes place, |a callad?
a) dynamic condition

b) race condition

<} sasantial condition

d) eritical condition

The child process completes execution, but the parent keeps axecuting, then the child
process is known as

a) Orphan

b) Zombis

¢) Body
d) Dead

10} In the non-blecking aend

a) the sending process keeps sending until the message is received
b) the sending process sends the messags and resumas oparation
c) the sending process keeps sending until &t recalves a message
d} tha sanding process taminales
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Question#2
Select the most appropriate option from the following:

1) For the merge sort algorithm, what is the time compiexity of the bestworst case?

8) best case: O{n) worst cass: O{n"n)
b) best case: O{n) worsl case: O{n"log(n)
c) best case: O{n"log(n)) worst case: On*log(n)
d} best case: O{n"login)) worst case; On"n)

@) best case: O{n"log{n)) worst case: O{n*n*n).

2) Two main measunes for the afficiency of an algorithm are
a) Processor and

3) The time facior when delermining the efficiency of algorithm is measured by
@) Counling microseconds
b) Counting the number of key operations
c) Counting the numbear of stalements
d) Counting the kilobytes of algarithm
4) The Worst cass occur in linear search akgorithm when
a) Wem is somewhers in the middle of the amay
b) Mtem is not in the amay at all
c) Hem is the last element in the amay
d) HKem is the last alement in the amray or ia not them at all
5) The complexity of the average case of an aigorithm is
a2) Much more complicated lo analyze than that of worst case
b} Much more simpler to analyze than that of worst case
c) Sometimes more complcated and some other times simplar than that of worst case
d) MNone of above
8) The comphaxity of Binary search algorithm s
a) Oin)
b) Oflog)
¢} O(n2)
d) O{nlogn)
7) The complexity of merge sort algorithm is
a) o(n) €] O{n2)
B) Ofleg n) d) O{nlogn)
8) Consider the following Algorithm:
Factorial (n){
if (n=1)
return 1
elsa
return (n * Factoral(n-1))

l
Recurrence for the following algorithm is:
a) Tin)=T(n-1) +1
B} Tin) =nT(n-1) +1
¢} Tin)= T(n-1) +n
d) T(n)=T{n{n-1)) +1
8) For tha heap sort we store the tree nodes in

a) level-order traversal c) pre-order traversal
b) In-order traversal d) post-order traversal
10) Quick sort is _ )
a) Stable & in place ¢) Stable but not in place
b) Mot stable bul in placa d) Sometimes stable & sometimes in place
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THE ANSWERS MUST BE MPTED THE ANSWER SHEET PROVIDED

Note: Attempt TWO Questions from each section. All Questions carry equal marks.

SECTION - 1 (OPERATING SYSTEMS)

Q.3. Briefly answer the following questions: (5X4=20)

a) mepnﬁqunbuundhmhﬂmpm?

b) mmmmmm.

<€) E:mwnhwﬂdwuhmﬁ.

d) memmmmnymt-nﬂm
process modeal.

e) Mﬁrmumdhmwm

Q.4.
A) How many times the string “Lahore” will be printed in the following code? Explain your
answer with reasons, '

int main{) {

int cpid = fork():

if (epid == 0){
execl ("/usr/bin/gnome-calculator”, "mycalc®, NULL) ;
printf("Lahore\n") ;

[10]

else(
wait (NULL) :
printf{*Lahore\n*);
int x= fork():
if (x)
printf("Lahora\n®);
/

return 0;

}

B) Draw Gannt ﬂnnm:hnwthnuunnfnrmnmumnffnﬂﬂwupm using
priority scheduling algorithm, Here least value In priority number is highest priority. [10]

Also calculate average walting time and average turnaround time.

ProcessID | Priority® | Arrival | Burst Time | Completion | Walting | Turnaround
| Time . Time I'I'Irnl Time |
o | RLFES |
pi Nk 0 5
2 |2 T |4 | E
| |
p ;3 |2 12 '-
e | RS 3 | - i
P ‘a4 4 1 i |
b F ' I . | |
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references (provided as decimal numbers): (4]
i 2375

» 30000

L 256

FY 16385

(b)
The following table shows the first 8 entries in the page map. If there are 1024 (215) bytes per page,
HMisﬂnﬂiyﬂ:d-ﬂmwmmm;mhdmhmlvhhd:ﬁmmlﬂ (6]

Virtual Valid bit Physical
_page ¥ page #
0 0 7
| 1 9
2 0 3
3 i 2
4 1 5
5 0 5
6 0 4
7 | 1
(€)

Consider the system having four frames in memory. Initially pages 1.2,3 and 4 are loaded. Compare
theperfm-rnnnunfl.ﬂu.lndHmpmmﬂummMmsHqummmels3,-!,5,
6 7.6,5 4, 3,4,5,6, 7, 6. Count the number of hits (hit means when required page is already in

memory) for each algorithm. Also write miss-rate. [10]
SECTION - 2 (ANALYSIS OF ALGORITHMS)
@.6. Explain the following: (4x5=20)

1}  Define dynamic programming. What are features of dynamic programming?

2]  Explain big-theta and Little-Omega. Write their set defiritions and also draw figures to explain.
3} Draw recursion tree to analyze worst case of quick sort. Why is it worst?

4)  ‘Write invariant of quick-sort algorithm,

Q.7.
.ﬂ]cnnmwﬂnfnﬁmﬂr'lnimphﬁmmhmpIuHMu-mmlnﬂﬂhGul
WgH%mmummmHlmﬂMIammﬂwrmmm
inG"
mmmmmnmﬂmuwwmmmwﬂm.ﬂm
qumﬂ.um-mmumhmm
matrix of complement graph H. [10]

llwmmmmhﬂrﬂmmwmnmmmlw. [o]

q«ac
Suppose Dijkstra's algorithm is run on the following graph, starting at vertex A. If you find a tie while
selecting a veriex, then resolve the tie by selecting

in alphabetical order.
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The table Is storing following three pleces of information for each vertex 'v'.
visited = set to True if v’ Is visited, False otherwise
dist = Distance of the vertex v’ from source vertex
prev = prior vertex connecting vertex v’ to source vertex and improving its dist

qmmuﬂuw“mwpn{mmrﬂﬂnﬂﬂwﬂ'lupdlturmdulnuhluftnr

visiting It. [25]
1) Initial state 2) After visiting 3) After visiting ____
Vertices | visited | dist | prev | | [Vertices [ visited | dist | prev | | | Vertices | visited | dist | prev

A F (o] 0 A A '

B F | =] 0 B B

C F | =] 0 C C

D F |=] 0 D D

E | F |=| 0 E E

F F | =] 0 F F

G F @ | 0 G G

H F |=]| 0 H H

|
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4) After visiting 5) After visiting 6) After visiting
Vertices | visited | dist | prev || [ Vertices | visited | dist prev | || Vertices | visited | dist | prev
A A A
B O B B
C C C
D I D D
E E E
I F F
G G G
H =il H H
7) After visiting B) After visiting 9) After visiting
Vertices | visited | dist prev | | | Vertices | visited | dist | prev | | [Vertices | visited dist | prev
A A A
B ] B B
C C C
D N D
E E E
F F F
G i G G
H H H
B)
mmﬂ:wmmmmwhlrmmﬁuﬂthmmﬂmﬁ
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