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Abstract. The analysis of medical images requires image segmentation to
distinguish the boundaries of irregular regions such as tumors in images.
However, segmentation of medical images with intensity inhomogeneity
has always been a challenging task in image processing. In this paper,
we have proposed a new model for segmentation of medical image having
inhomogeneous intensities. In the proposed model, we have used hybrid
image data obtained from the product of given image with smooth image
and difference of smooth product image from product image. The model
uses both local and global information of the image. The proposed model
outperforms the existing models qualitatively and quantitatively i.e. in
terms of number of iterations and CPU time. For the solution of proposed
model we have used some of the numerical schemes such as Explicit and
Semi-Implicit schemes. The model is further tested for different type of
real medical images. The results showed that the proposed model also per-

forms well in images having intensity inhomogeneity and blurred edges as
well.
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1. INTRODUCTION

Segmentation of images having intensity inhomogeneity is a demanding and challenging
task nowadays. Inhomogeneity in images exists due to the spatial modification in brightness
and smooth intensity variability, which may be influenced by radio frequency penetration,
gradient driven eddy currents, inhomogeneous reception sensitivity profile etc [8]. The pur-
pose of the segmentation is to divide an image into meaningful sub-domains under some
specific criterion. The region in an image with intensity inhomogeneity to be segmented is
due to the overlap between the ranges of the intensities. Based on different pixel intensities
in a required region, this becomes more challenging to recognize the objects of interest [9].
In such cases, poor segmentation may be observed in "intensity-based” segmentation meth-
ods [8]. This misclassification is produced on account of extended deviations of intensity
distributions of each object so that it is challenging to detect objects completely based on
their specific intensity distributions [18].

For image segmentation, two fundamental variational models are snake model [7] proposed
by Kass et al. and Mumford Shah (MS) model [12] proposed by Mumford et al. The snake
model [7] is a typical parametric active contour model (ACM) based on image edges for
fast segmentation. However, this model is not efficient and effective for the images having
weak boundaries and for adaptive topologies. The MS model (region based model) [12],
aims to find the contour by segmenting an original image into non-overlapping regions and
a piecewise smooth image as an approximation of the original image. The main limitation
of the MS model is that the energy function is difficult to minimize because the function of
this model is non-convex and also has unknown contour [4, 17].

Region based models are widely used in the image segmentation process. Region based
models assume homogenous image intensities in the region of interest. That is the way it
frequently fails to provide precise results of segmentation in images having inhomogeneous
intensity [8]. In region based methods, the intensities in the region to be segmented usually
depend on a region descriptor/statistics i.e. variance or coefficient of variation. However,
it is difficult to obtain such a region descriptor in images having inhomogeneous inten-
sity, which makes the segmentation process complicated on the basis of pixel intensities
[2]. For image segmentation, Chan and Vese presented a region based active model model
named CV model [3], under the assumptions that in each region, the image has a different
mean pixel intensity and also image comprises of two statistically homogeneous regions
[10]. The CV model [3] is suitable for images having piecewise constant functions but this
model is not appropriate for images with intensity inhomogeneity [18, 5]. To overcome
the problem of intensity inhomogeneity, Li et al. [11] presented LBF model "Local binary
fitting model”. By introducing a kernel function in local binary fitting energy and using
the information of local region [6], the LBF model can efficiently segment the images with
inhomogeneous intensity [11] and weak boundaries [19]. But this model usually relies on
the initial placement of contour [13].
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In the existence of inhomogeneous intensity and noise, models based on local mean in-
tensity in image segmentation are not capable of providing precise segmented results. To
overcome the limitation of intensity inhomogeneity in images, Wang et al. [14], therefore
presented an improved model named "Local Gaussian Distribution Fitting” (LGDF) En-
ergy model. For more precise segmentation this model utilizes more local information in
terms of a Gaussian distribution with different variances and means. In local intensities the
variances and means are regarded as spatially varying functions to recognize the variations
among the background and foreground regions. The LGDF model has the ability of manip-
ulating images having inhomogeneous intensity and noises [15]. Though the LGDF model,
to some extent is sensitive to initialization [16], it merely uses only information of local in-
tensity which may fail to acquire the required objects entirely from an image [15]. Hence,
the LGDF restricts their practical applications. The LGDF model may not give accurate
segmentation results as shown in experimental results and may have a slow convergence
rate. To deal the images with inhomogeneous intensity, Haider et al. [1] presented a new
region based variational model named as Double Fitting Terms of Multiplicative and Dif-
ference Images (DMD) model. This model consists of the combination of multiplicative
and difference of an images considered as two fitting terms based on regions and edges
improved quantities. The DMD model is not sensitive to initial contours and can process
images having noise and inhomogeneous regions [1]. The main limitation of the DMD
model is that it does not only detect the infected area but also detects all the regions in an
image especially in medical images. The above traditional region based models [3, 14, 1],
which were presented in the context of binary images, in some extent do not perform well
in the existence of inhomogeneous intensity regions in the target image.

Our main focus is to overcome the limitations of the LGDF and the DMD models. In this
paper, we have focused on a new novel region based model for segmentation of different
medical images having inhomogeneous intensities. This paper presents a new model i.e.
local Gaussian Distribution Fitting Energy model which uses the information of both mul-
tiplicative and difference of an image. The global and local informations are described by
multiplication and difference of an image, respectively. Our proposed model can be used
for precise segmentation in images having severe intensity inhomogeneity and with blurred
edges. For the solution of proposed model we implemented numerical schemes such as
Explicit and Semi Implicit Schemes. And compared results of proposed model with other
existing models in terms of qualitatively through number of iterations and computational
(CPU) time and quantitatively through Jaccard Similarity Index (JSI).

The remaining part of a paper is designed in the following way. In section 2, we have re-
viewed some background material with their limitations. The proposed model is presented
in section 3 with implementation of an algorithm. Section 4 consists of numerical schemes.
Experimental results and discussions are presented and discussed in section 5. Conclusions
are given in section 6.

2. BACKGROUND MATERIALS

In this section we have discussed some of the existing models for motivation towards
the development of a novel model.
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2.1. Active Contours Without Edges (CV) Model. Chan et al. in [3] presented a region
based model for images having homogeneous intensities. This model is the special case of
piecewise constant Mumford Shah model [12], by dividing a given image into two regions,
namely foreground and background. The energy functional of the model is given as:

Fov(ai,az,8) = )\1/
in(S)

+ pLength(S),

wherea, a; are the average intensities of a given imdgeside and outside of a variable
contourS respectively A1, A2, u are the nonnegative parameters. The first two terms in
equation (2. 1) give an approximation of the given image by constants in two different
regions, while the third term is responsible for smoothness/regularization. In this model,
level sets were used for the first time in region based segmentation models. The model is
then minimized using the Euler Lagrange’s equation to get a nonlinear partial differential
equation, which is then solved by applying the Semi Implicit method. This model works
well in such images which have homogeneous regions and also obtain satisfactory results
in noisy images without filtering. It also detects objects in an image whose boundaries are
not well defined by the gradient [10, 19].

Since the CV model is a non-convex so there are more chances that it may stuck at local
minima. This model does not show good results in segmenting images having inhomogene-
ity because of considering constant values in each region [5]. One step towards handling
inhomogeneous images is taken by Wang et al in [14], which is discussed in the next section
briefly.

|I—a1|2dx+)\2/ I —as)?dz (2.1)
out(S)

2.2. The Local Gaussian Distribution Fitting (LGDF) Based Active Contour Model.

Wang et al. in [14] proposed a region based model for segmentation of images having inho-
mogeneous intensity. In this model the local image intensities are described by a Gaussian
distribution with variables such as means and variances. This model uses the information
of the local intensity through the partition of neighborhood described in a circular window
[15]. The proposed local fitting energy functional in terms of level/set as follows:

Fropr = vL@)+puP@W) - / wo (i — y)logpgs.ay (To(y)) T (4(y) ) dyda

- / wo (@ — y)logpia.ey (Io(y)) T2 (4(y))dydz, 2.2)

wherew, (z — y) is a local circular window center at, Y;(¢(x)) for j = 1,2 are the
characteristic functions (region descriptorg); .y for j = 1,2 are the probability density
functions and are defined by:

—(uj(z) — In(y))?
xp( ( .7(2 ) s(y)) )
o;(x)
whereu;(z) ando;(z) for j = 1,2 are the intensity means and standard deviations local
circular windoww, (z — y). Moreover,L(v) and P(¢) are the regularization and penalty
terms respectively, which are defined as:

L) = / VY () ()|,

Plaay = 210 (x)
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and
P() =5 [ (Vo) - 1Pda.

The length term is used for smoothness while the penalty term is used for re-initialization of
the level set function. This model can segment images in the presence of intensity inhomo-
geneity and having a moderate level of noise. Increasing the noise level and inhomogeneity
by the presence of backlight may lead towards weak segmentation, and this effect can be
seen in figure 2. Also in images having high level of noise, the method converges very
slowly. In the next section we discuss another model, which is proposed by Haider et al.
[1], for handling inhomogeneity in a hybrid image data.

2.3. Double Fitting Terms of Multiplicative and Difference Images (DMD). Haider

et al. [1] proposed a new segmentation model in which they used both global and local
information of hybrid image. The model is based on product image as a global data term for
global segmentation and the difference image is used as a local term for local segmentation.
The product image is obtained by multiplying given image with its smooth version. The
difference image is the difference between the filter product image and the product image.
Based on this data, the following energy functional is defined as:

Fpyp = M\ (/ (IoIy — al)zdxdy+/
in(S)

(IoI§ — ag)zdxdy)
out(S)

+ A (/ (0* —w — by)*dzdy + / (W —w — bg)dedy>
in(S) out(S)
+ pLength(S), (2. 3)

where the average intensities for= I,/ areas, a2 and the average intensities for dif-
ference imagéw* — w) areby, by inside and outsidé. I is the filtered image of given
imagel, through convolution and* is the filtered image of the product image= I, ;.

This model can segment images having inhomogeneous intensity. The advantage of DMD
model is that it is not sensitive to the initial contours. Also it can deal the images hav-
ing inhomogeneous intensity with moderate level of noise [1]. This model is also fast in
convergence. DMD model may lead to incorrect segmentation when an image has a high
level of noise. Also this model could not accurately segment the desired object in images
with inhomogeneous intensity and have back light effect in the background, which can be
seen in figure 2. To overcome the issues of both models, we propose a novel model for
segmenting images with intensity inhomogeneity and backlight effect in the background.

3. THE PROPOSEDMODEL (HNI)

In this section, we have proposed a new model named as HNI for the segmentation
of images having intensity inhomogeneity. The proposed model uses hybrid image data
from the product of given and smooth images. To use local information we also utilized
difference of product and smooth product images. Different from [1], we have used a
Gaussian distribution as a fidelity term for both local and global hybrid image data. With
these new data terms, we have proposed the following energy function in terms of the level
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set function:
FESD = Fa() + Fa() + vL(¥) + P (1), (3. 4)
where
up () — %2
O = [ ot )(togtV2R) + tog(o )+ (TS 1 0
[ e zng%Hog(ag(x)H(W)rzwwndy),
R = [ wale =) (10030 + togloate) + (MDD 0wy
ug(z) — w — w*)?
[l =) (toav3m) + oot + (T Mo w)y),
L) = [ [92(0(@)dz,
and

Where the product of given image and its smooth version is denoted(by = Il
and the difference of product image and the smooth version is denotéd-byw — w*.
u1,us andoy, o3 are the local means and variances in a circular window inside the contour
respectively.us, uq andos, o4 are the local means and variances in local window outside
the contour, respectivelyY; for j = 1,2 are the characteristic functions. By keeping
o;(z) andy fixed, and minimizing equation (3. 4 ) w.ri,; (z), we get:

up(z) = ( -
[ wo(z —y)T1(¢(y))dy
J wolx —y)w(y) Ya(¥(y))dy
W) = T - ) Ty 3.9
U3(Qj) _ wa(x - y)w(y)Tl(q/}(y))dy
Jwo(z—y)T1(4(y))dy
walz) = 9@ = 9)BWT()dy
Jwo(z —y)Ta(4b(y))dy
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To get optimal values of; (), we minimize equation (3. 4) w.r.tz;(x) by keepingu;
andv fixed, we get:

ey~ Lo =) = 20 @)+ w0y
Jwo(z —y)T1((y))dy
2 J wo(z —y)(u5 + 2uz(x)w(y) +w(y)*) Yo (y(y))dy
72 = J oz — ) T2 (0(y))dy (3.9
o3(x)? = J wo (@ — y) (uf — 2uz(y) +d(y)*)T1(¥(y))dy
Jwo(z—y)T1(4(y))dy
ey~ L =) + 2usi(y) + (0P o)y

Jwo(x —y)Ta(y(y))dy

Now keepingu,(x) ando;(z) fixed, minimizing equation (3. 4 ) w.r.ti%, the following
Euler Lagrange Equation is obtained:

“5e() (51 — 82) + VO ()V - (éz)w(v% dw(;z')) 0, (3.7

wheres; andsy are given as:

s1(0) = [ oty =) [toa(os ) + togloa () + (ML B0 (L8] By,

201 (x)? 2073 (
so(z) = /Swg(y — ) [log(@(y)) +log(oa(y)) + ((UQ(;U()T2_(;;)2(y))2) + ((U4(2¢)74_( ;Q(y))Qﬂdy

The unsteady state solution of Euler Lagrange Equation (3. 7)) is

9y

L —6) (1~ 92) + 1)V - (i) + (7 - dw(|w|)) (3. 8)

VYl

3.1. Algorithm of the Proposed Model (HNI).
Implementation Steps of the Proposed Method are the following:

Step 1.Initialize ) as signed distance function.

Step 2.Findu;, j = 1,2, 3,4 by using equation (3. 5).

Step 3.Updates;, j = 1,2, 3,4 by using equation (3. 6).
Step 4.Updatey by using equation (3. 8).

Step 5.Return to step 2 when convergence is not achieved.

In the next section, we have discussed some of the numerical schemes used for getting
the solution of partial differential equation given by equation (3. 8).

4. NUMERICAL SCHEMES

In this section we will discuss Explicit and Semi Implicit time marching schemes for
the solution of equation (3. 8).
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4.1. Explicit Scheme. By using explicit scheme to update equation (3. 8 ) can be ex-
pressed as:

ntl Vv
P e — s W)Y () @.9)

At V3]
v (v —an ().

it implies that:
Pl
) ) n
]T = Fj + R(¥j3), (4. 10)
where
Fij = =6c(i5)(s1 — s2),
and
R(UT) = vo (Y)Y - <IW I) + (V20 - dw(w%‘)).
After arranging terms in equation (4. 10 ), we will get
Vi = 0l + AU(F + R(])). (4.11)

The explicit time marching scheme is conditionally stable.

4.2. Semi Implicit Scheme. Let us consider equation (3. 8 ) and by using semi implicit
scheme we get:

Yt — g i1 il vt
= 0 W) (1 = s) + 0LV (IW”“I) (4. 12)
n . V1/Jn+1
+ :u(v2wij+1 - dZU( ‘vw7z+1|>)

after rearranging, we get:

\V/ n+1
Uit = Wl = AU (s1 — s2) + vl (¥ V- (IV:ZZ“ (4. 13)
ij
vwnJrl
2 n+1 4.
+ N(v wij d“}(|v¢n+l|))
which can be written as:
A" = Fy, (4. 14)

whereA is the block tri-diagonal matrix obtained by discretization of third and fourth terms
in equation (4. 13) and

Fij = 9ij = 0(¢5) (51 = s2)-
The semi implicit scheme is unconditionally stable.
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5. EXPERIMENTAL RESULTS

In this section, experimental results of the proposed model on a different gray range
medical images are discussed. All experimental tests are carried out by using Matlab
2010b. Comparison of the proposed model with existing models like the LGDF and the
DMD are shown in Table 1. In figure 1(a), original MR image with an initial contour is
given and in figures 1(b), 1(c), 1(d), original MR image with final contour is given by using
LGDF, DMD and HNI respectively. The results show that the proposed HNI model has
improved the number of iterations and computational (CPU) time. In most of the experi-
mentsy = 1, v = 0.001 x 255 x 255, otherwise they will be mentioned. In figure 1, the
performance of the proposed model is compared with the exiting LGDF and DMD models
in order to detect the tumor region in a real MR image having intensity inhomogeneity.
The proposed and LGDF models show similar results as shown in figures 1(b) and 1(d),
but the proposed model performs better in terms of number of iterations and CPU time.
Similarly the proposed model outperformed the DMD model having satisfactory results in
this image.

(a) Initial contour (b) LGDF model (c) DMD model (d) Proposed HNI model

FIGURE 1. Segmentation of tumor in MR image having intensity inho-
mogeneity. (a) Original MR image with an initial contour (b) Original
image with final contour by LGDF model (c) Original MR image with
final contour by DMD model (d) Original MR image with final contour
by proposed HNI model.

Figure 2 demonstrates the segmented results of a mammography image having inhomo-
geneous intensity achieved by the LGDF model, the DMD model and our proposed model.
In figure 2, image comprises of a lesion having highlight in the whole image which causes
the edges to be fuzzy. As shown in figures 2(b) and 2(c) both LGDF and DMD models are
not able to segment the desirable object edges accurately specially the highlight edges of
the effected part. But in figure 2(d) our proposed HNI model provides the accurate seg-
mented result with final contour and accurately converges to the correct boundaries of all
the three objects. In terms of number of iterations and CPU time our proposed HNI model
performs very well as compared to other two exiting models as shown in Table 1.

The MRI of Corpus Callosum having intensity inhomogeneity is tested and segmented
results with final contour are achieved by implementing the proposed model and the two
existing models are shown as in figure 3. Applying the LGDF and DMD models provides
the segmentation of Corpus Callosum along with the other unwanted regions in MRI as
shown in figures 3(b) and 3(c). From figure 3(d) it is clear that the proposed model, in
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(a) Initial Contour (b) LGDF result (c) DMD result (d) HNI result

FIGURE 2. Original image with final contour. (a) Original image with
Initial contour (b) LGDF result (c) DMD result (d) HNI result.

comparison to the LGDF and DMD models efficiently extracts the boundaries of the Cor-
pus Callosum with final contour in less number of iterations and CPU time.

(a) Initial Contour (b) LGDF Model (c) DMD Model (d) Proposed HNI Model
FIGURE 3. MRI image of Corpus Callosum with intensity inhomogeneity.

Figure 4 displays the comparisons of the existing models and the proposed model on
medical images. Where an MRI image in the second row has been taken from the web. In
figure 4(a) we can see that, both images are corrupted with intensity inhomogeneity. From
figure 4(b) itis clear that the LGDF model has identified and segmented the required object
accurately but it takes more iterations and CPU time. Whereas figure 4(c) shows that the
DMD model has segmented the unwanted regions in addition to the desired object. Figure
4(d) shows that our proposed model has successfully segmented the desired object in both
images and yields the best result in terms of iterations and CPU time as shown in Table 1.
For proposed model we set= 20 anda = 100 for the image in the first row of figure
4(d) ando = 7 anda = 15 for the image in the second row of figure 4(d).

In Table 1 and 2, problems 1, 2, 3, 4 and 5 are medical images in figures 1, 2, 3 and 4.
We concluded from Table 1 that our proposed HNI model works very well and get the de-
sirable segmented results in less number of iterations and CPU time for images having light
and severe intensity inhomogeneity. Moreover, we have also used the Jaccard Similarity
Index (JSI) to analyze accurately and quantitatively the truth of the desired segmented re-
gion. JSl is the ratio between the intersection and union of the segmented quantity and the
ground truth quantity i.eJST(M,, My) = % Where)M, is the final segmented
image and)M, is the ground truth which is obtained by manual segmentation. The value
of JSI ranges from 0 to 1. When the value of JSI is closer to 1, it represents more precise
segmentation. The values of JSI of segmented results are shown in Table 2.



Mathematical Model for Segmentation of Medical Images via Hybrid Images Data

0 w 0

135

(a) Initial contour

(b) LGDF model

(c) DMD model (d) Proposed HNI model

FIGURE 4. Final segmented results of cells and MRI images by (b)
LGDF (c) DMD and (d) Proposed models.

TaBLE 1. Comparison of LGDF and DMD models with the proposed
HNI model on different images with number of iterations and CPU time.

| Problems| LGDF Model | DMD Model [ Proposed Mode]
Iter | CPU(sec)| Iter | CPU(sec)| Iter | CPU(sec)
1 250 7 600 116 35 4
2 350 50 600 171 50 13
3 1000 206 1000 774 200 50
4 600 120 700 137 50 10
5 60 14 2000 764 25 5
TABLE 2. Values of JSI for the segmented results of images shown in
Table 1.
[ Models/Problems 1 | 2 | 3 | 4 [ 5 |
LGDF 0.9755( 0.6743| 0.5423| 0.9762| 0.9882
DMD 0.2399| 0.6245| 0.0649| 0.9373| 0.8761
Proposed Model| 0.999 | 0.997 1 0.994 | 0.999

(a) Initial Contour

FIGURE 5. Initial Contour with segmentation results of LGDF, DMD

(b) LGDF result

(c) DMD result

and HNI models for brain MRI image from database.

(d) Proposed model result
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Figure 5 shows the segmented results of MRI of the brain having tumor taken from
an MRI Multiple Sclerosis Database. As shown in figure 5 the intensity in image varies
throughout the tumor corresponding to the distance from the observer. Due to which it is
hard to identify and segment the tumor having intensity inhomogeneity and blurred bound-
aries. We set the following parameters for the figure pas 1, v = 0.001 x 255 x 255,

o = 11 anda = 15. From the segmented results it is clear that the proposed model ef-
fectively detects and segmented the affected region having intensity inhomogeneity in 16
seconds, whereas the LGDF and the DMD models segmented in 500 and 1000 seconds
respectively and also results are not satisfactory as compared to HNI model.

Figure 6 shows the final segmented result with the contour of a brain lesion image in
first row taken from the MRI MS database and digital mammography image in second row.
These real medical images are corrupted with inhomogeneous intensity and also irregular
with ill-defined boundaries. Because of these factors the detection and segmentation of
object of interest is very hard. But the proposed model is capable to detect and segment the
speculated lesion efficiently as shown in figure 6(b).

(@) (b)

FIGURE 6. Segmented results of proposed model for medical images
with inhomogeneous intensity and blurred boundaries: (a) Original im-
age with initial contour, (b) Final segmented result of proposed model.

Figure 7 shows the final segmented outputs of the proposed model on different medical
images. Experiments in figure 7 has been executed to identify the affected area in these
images. Experiments demonstrate the good performance of our proposed model and shows
that it works well for all medical images having inhomogeneous intensity and noise as well,
as shown in figure 7. These results illustrate the capabilities of our proposed model to deal
images with inhomogeneous intensity, complex background and noise.

The figure 8 demonstrates the effectiveness of the proposed HNI model in the presence
of intensity inhomogeneity. All these MRI images were collected from the local hospital
in Pakistan. The proposed model effectively segmented the tumors in these MRI images.
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FIGURE 7. Final segmented results of different medical images by Pro-
posed model.

In allimages we have used= 0.1 and time step = 0.1. All other parameters are indicated
under the figure.

(b) (d)

FIGURE 8. Performance of proposed HNI model in segmenting tumors
in MRl images. (ay = 22.5,v = 0.0025 x 255 x 255, = 12; (b)

o =14,y =0.001 x 255 x 255, = 8; (C) o = 40, v = 0.001 x 255 x

255, a = 30; (d) o = 20, v = 0.0065 x 255 x 255, a = 25.

5.1. Parameters Sensitivity. In this section we give sensitivity of the proposed model on
parameters used like, « andv. We used different values of these parameters on image
given in figure 1. In figure 9(a) JSI is plotted against different values,afthere it can

be seen that the best result can be obtained fer ¢ < 9 and the optimal value of

for best segmentation result is 7. In figure 9(b) JSI is plotted against different valugs of
where it can be observed that the best result can be acquir@dbfer o < 11.5 and the
optimal value ofx for best segmentation result is 10. Similarly fQrJSl is plotted against
different values ol as shown in figure 9(c), it can be seen that the optimal valueadf
best segmentation resultG01 * 255 x 255.
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51
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o 5 10 1 20 o 5 15 2 50 100 150 200 250 300 350 400 450 500

@ (b) ©

FIGURE 9. Parameters sensitivity of image in figure 1 by proposed model.

6. CONCLUSION

In order to overcome the difficulties caused by the intensity inhomogeneity and noise,
we have developed a new region based variational model. The energy functional of the pro-
posed model utilizes both the local as well as global information distribution. Our results
show that the proposed model efficiently handles the images having intensity inhomogene-
ity and noise and therefore is able to produce a more precise image segmentation than the
other existing active contour models. Furthermore, the proposed model outperforms the
existing DMD and LGDF models in-terms of number of iterations and CPU time.
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