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Abstract.: In the image processing, noise is referred to as the vi-
sual distortion. This undesirable by-product may be captured in
an image due to unpreventable assorted reasons. The interference
of natural phenomena and technical problem, such as small sensor
size, long exposure time, low ISO, shadow noise etc., can pollute
image. The presence of noise images affects image processing out-
puts that include segmentation. Segmentation for noisy images is
the major concern. To tackle this issue, we propose a modernistic
model that is able neutralize the negative effects of outlier using
the characteristic of kernel function by different approaches such
as linear approach and quadratic approach for global segmenta-
tion. Moreover the weight function is used for local segmentation
of noisy images. Comparing with classical models, the proposed
technique shows robust performance. In comparison with the well-
known models such as Chan-Vese (CV) model , Yongfei Wu and
Chuanjiang He (Wu-He) model and Chunming Li (Li) model we
conclude that performance of our new model is much better.

AMS (MOS) Subject Classification Codes: 35S29; 40S70; 25U09
Key Words: Active contours, kernel function, Variational approach, Image seg-
mentation, de-noising.

1. Introduction

Image processing is the process which uses digitized image for analysis and ma-
nipulation to improve its quality. In image processing, image segmentation is the
partitioning of an image into the constituent parts or objects for the purpose of
analyzing and extracting meaningful information. Basically it is divided into two
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types i.e. global segmentation and local segmentation. In order to capture object
of interest we use local segmentation while in global segmentation all objects are
segmented. To extract valuable but small target object in image e.g brain tumor,
blood clot, kidney stone, fracture in bone etc local segmentation [23, 2] helps for the
purpose of exact calculation and results in the target of interest. Whereas global
segmentation [11, 26, 28, 13, 6, 27, 5] captures all details in image. For segmenta-
tion many approaches have been developed such as region growing methods, graph
partitioning methods, semi-automatic segmentation, active contours without edge
methods [24, 26, 27, 12], Clustering [14, 9].

Image segmentation is a tough and challenging task in various aspects [18], that is
in presence of noise, intensity inhomogeneity, fog and haze, textures [5] and in other
hard images. Noise is the natural phenomena but a crucial factor, when at some
pixel the sudden change of intensity function occurs that change is called noise in
an image. When image intensity information get disturbed almost completely then
image become noisy image. Sometime images are corrupt by noise due to several
inescapable reasons such as transfer image from on place to place, bad sensor quality
and some natural occurring phenomena like atmosphere etc. On some occasion we
add noise in a clear picture means in the pixels data of the image to check the
performance of model. It is well understood that different type of noises such as
additive noise salt and pepper, multiplicative noise or speckle may effect different
models in different way. These noise have different effects and problems in images.

In noise images classical segmentation techniques which rely on edge detection
fail to produce the desired segmentation results. To overcome this problem many
models are devised with different approaches, the approach we use in this paper is
variational approach [19, 4, 8, 1]. The beauty of variational models is that these
models are flexible for imposing geometrical constraints like regularity on the ob-
tained solution. For global segmentation the most popular region based model is
proposed by Chan-Vese named as ”Active Contour Without Edges” [6] in which
the contour of objects in image is the zero level set of the implicit function. This
model segments the image of two-phase images having piecewise constant intensi-
ties, further this model is extended to the multi-phases [24] for which log2n level
sets are required. Further to improve this model for inhomogeneity Li et al. [13]
proposed a model which is the modification of CV model which uses kernel function
to control the path distance between xth and yth pixel. Later, to make it robust for
noisy images Badshah and Chen [2] combined this model with a region term. Wu
and He [25] also recently proposed a convex variational level set model based on
the coefficient of variation [22], they proved that for any image the value of unique
global minimizer φ for the energy functional lies in −1 ≤ φ ≤ 1, and for any binary
ideal image it is equal to -1 in the background and 1 in the object.

Many variational models are designed to segment a given image by ignoring the
noise factor. Keeping in mind the limitations of the previously proposed model
which are high sensitivity to noise and failure to isolate the desired object. One of
the leading objective of this paper is to deal with the challenge of image segmenta-
tion by considering the effect of noise, by different approaches for both selectively
and globally segmentation. In order to develop an efficient variational model which
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will be able to:
(1) Neutralize the negative effect of outlier.
(2) Perform selective segmentation.
(3) Segment noise images.
(4) Segment image with intensity inhomogeneity.
(5) Segment image with intensity inhomogeneity and noise together.
Overcome the negative effect of outlier in an image the concept of LBF model and
CV model will be employed. The kernel function based on Gaussian kernel will be
used which will help the level set function to be smooth. In order to enhance the
performance we will use two-dimensional piecewise linear function and then qua-
dratic function in the proposed model for gray-scale images. Further we will extend
our work to segment only the desired object in the given image, for that the weight
function [15] will be utilized. The remainder of the paper is structured as follows.
Section 2 contains background work, Section 3 presents proposed model, Section 4
presents experimental results, while Section 5 includes some conclusive remarks.

2. Background

The main topic in image processing is image segmentation under the influence
of high noise. There are two main aspects of image processing i.e. creating visually
clear perception of image for human and computer and other is to enhance the
understanding of images for computer vision and processing tasks. The division
of image into multiple similar segments on the basis of color, texture, intensities
to extract information is called image segmentation. In image segmentation our
ultimate aim is to distinguish some and all objects from the background. For image
processing many popular models have been proposed such as CV model [6], Local
Binary Fitting (LBF) model [16], Wu and He [25] model etc. The well known
CV model utilizes the means to segment the image constant intensities, but this
model fails when the intensities in an image is not constant, when image have
noise and selective segmentation. To robust the CV model for inhomogeneity Li et
al. developed LBF model, this model uses local image information so in a result
this model doses not give promising outcome for the image having noise and high
intensity inhomogeneity. Wu and He model is convex model but this model also have
some limitations i.e. this model is not designed for noisy images and also this model
is not capable of segmenting the target object. To identify the interface between
two adjacent objects which owns the homogeneous texture in the given image these
models face hurdles and fails. To overcome this issue C. L. Guyader and C. Gout
.[15] proposed a model which utilizes the geometric constraints. This model localize
the evolving curve φ but in presence of noise it fails to produce accurate result.

2.1. The Chan-Vese model (CV). Chan and Vese [6] proposed a novel model
named as CV model which segments the objects in images having constant intensi-
ties.
Let I0 be an image defined on Ω ⊂ <2 image domain and C be the moving curve of
object. A region based model [6, 16, 17] whose energy functional with length term
is given by:
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FCV (c1, c2, φ) = λ1

∫

Ω

|I0(x, y)− c1|2(H(φ(x, y)))dxdy (2. 1)

+ λ2

∫

Ω

|I0(x, y)− c2|2(1−H(φ(x, y)))dxdy

+ µ

∫

Ω

δ(φ(x, y))|∇φ(x, y)|dxdy,

where µ ≥ 0, λ1 > 0, λ2 > 0 are fixed constant parameters, λ1 and λ2 control the
driven force inside and outside the dynamic contour φ. δ(φ(x, y)) = H ′(φ(x, y))
and c1, c2 are average intensities of the given image I0(x, y) inside and outside of
the evolving curve φ respectively, and it is given by:

c1(φ) =

∫
Ω

I0(x, y)H(φ(x, y))dxdy∫
Ω

H(φ(x, y))dxdy
, (2. 2)

if H(φ(x, y)) > 0 i.e. if the curve has a non empty interior in Ω.

c2(φ) =

∫
Ω

I0(x, y)(1−H(φ(x, y)))dxdy∫
Ω
(1−H(φ(x, y)))dxdy

, (2. 3)

if (1−H(φ(x, y))) > 0 i.e. if the curve has a nonempty exterior in Ω.
Minimization of (2.1) leads to the following evolution equation

∂φ

∂t
= δε(φ)

[
µ∇ ·

( ∇φ

|∇φ|
)
− λ1(I0(x, y)− c1)2 + λ2(I0(x, y)− c2)2

]
. (2. 4)

Usually regularized Heaviside and dirac delta functions are used and given by:

Hε(φ) =
1
2
(1 +

2
π

arctan(
φ

ε
)), δε(φ) =

ε

π(ε2 + φ2)
. (2. 5)

The averages c1 and c2 (the average prototypes) may disturb and provide different
data as compared to original data when an image have inhomogeneity and such a
result affects the quality of segmented result. It is important to note that CV
model is not designed for nosy images. Therefore, it may not work properly in
noisy images.

2.2. Local Binary Fitting Model (LBF). In order to enhance the result of CV
model for images having inhomogeneity, Li et al. [16] proposed local binary fitting
(LBF) model by using kernel function and local cluster of pixels instead of using
means inside and outside the contour. Let I0 be an image defined on Ω ⊂ <2 image
domain and C be the evolving curve and φ be the contour on image then for any
(x, y) the energy functional of the above model is:
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(a) Input Image (b) CV performance (c) Wu and He Performance

(d) Li Performance (e) Novel Performance
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(f) Our 3D plot

Figure 1: The performance comparison of the modernistic model, our model (iteration=
10) Li (iteration= 3000), CV (iterations= 150) and Wu and He (iteration= 5000) models
on noisy image. .

FLBF (φ, ζ1, ζ2) = λ1

∫

Ω

Kδ(x− y) ∗ ‖I0(x, y)− ζ1‖2(H(φ(x, y)))dxdy

+ λ2

∫

Ω

Kδ(x− y) ∗ ‖I0(x, y)− ζ2‖2(1−H(φ(x, y)))dxdy

+ µ

∫

Ω

δ(φ(x, y))|∇φ(x, y)|dxdy, (2. 6)

where Kδ(x − y) = 1
(2π)n/2δ2 e

−|x−y|2
2δ2 , is the Gaussian kernel and ζ1, ζ2 are local

cluster of pixels, computed with the formulas

ζ1(φ) =

∫
Ω

Kδ(x− y) ∗H(φ(x, y))I0(x, y)dxdy∫
Ω

Kδ(x− y) ∗H(φ(x, y))dxdy
, (2. 7)

and

ζ2(φ) =

∫
Ω

Kδ(x− y) ∗ (1−H(φ(x, y)))I0(x, y)dxdy∫
Ω

Kδ(x− y) ∗ (1−H(φ(x, y)))dxdy
. (2. 8)
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(a) Input Image (b) CV Performance (c) Wu and He Performance

(d) Li Performance (e) Novel Performance
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(f) Our 3D plot

Figure 2: The performance comparison of the modernistic model, our model (iteration=
10) Li (iteration= 200), CV (iterations= 200) and Wu and He (iteration= 300) models on
noisy image. .

Now keeping ζ1 and ζ2 fixed, and minimizing the energy function with respect to φ
we get;

∂φ

∂t
= −δε(φ)(λ1p1 − λ2p2) + νδε(φ)div

( ∇φ

|∇φ|
)

+ µ
(
∇2φ− div

( ∇φ

|∇φ|
))

, (2. 9)

where δε is the smooth Dirac function, and p1 and p2 are the functions as follow;

p1 =
∫

Ω

Kσ(x− y) ∗ |I0(x, y)− ζ1(φ)|2dxdy. (2. 10)

p2 =
∫

Ω

Kσ(x− y) ∗ |I0(x, y)− ζ1(φ)|dxdy. (2. 11)

However this model covers the problem of dealing with an image having intensity
inhomogeneity but as this model utilizing the local information which make this
model unable in working with those images having noise. This model is also not
able to segment the image having high contrast of inhomogeneity. The limitation of
this model can be seen in those images where there is multi-intensities objects having
average intensity background, furthermore this model is not capable of capturing
required target object.
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(a) Input Image (b) CV Performance (c) Wu and He Performance

(d) Li Performance (e) Novel Performance
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(f) Our 3D plot

Figure 3: The performance comparison of the modernistic model, our model (iteration=
10) Li (iteration= 200), CV (iterations= 150) and Wu and He (iteration= 300) models on
additive noise (gaussian 0.001). .

2.3. Convex Variational Level Set Model. Wu and He [25] proposed a convex
model based on the coefficient of variation, whose energy functional is:

FWU (φ) = λ

∫

Ω

(I0(x, y)− c1)2

c2
1

(1 + φ)2dxdy

+
∫

Ω

(I0(x, y)− c2)2

c2
2

(1− φ)2dxdy, (2. 12)

where c1 and c2 are average intensities inside and outside of the evolving curve
φ respectively in the given image I0(x, y). This model guarantee for any image the
value of unique global minimizer for the energy functional lies in [-1, 1], and for any
binary ideal image it is equal to -1 in the background and 1 in the object. However
this model is convex so it is independent of initial contour but this model may not
work properly in noisy images. This model fails to isolate the desired object from
the given image.

2.4. Geodesic Active Contour Model. C. L. Guyader and C. Gout.[15] pro-
posed an model which is based on the geometric constraint. The aim of this model
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(a) Input Image (b) CV Performance (c) Wu and He Performance

(d) Li Performance (e) novel Performance
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(f) Our 3D plot

Figure 4: The performance comparison of the modernistic model, our model (iteration=
10) Li (iteration= 200), CV (iterations= 130) and Wu and He (iteration= 300) models on
noisy image. .

is to extract the desired object from the given image, which is mathematically given
as:

A = {(xi, yi)εΩ, 1 ≤ i ≤ n} ⊂ Ω. (2. 13)

To find the contour that has best approach towards the points A, this model uses
the edge detector function g and distance function d. Normally the following choices
are used:

g(|∇I0|) =
1

1 + |∇I0|2 .

(2. 14)

and,

d(x, y) =
3∏

i=1

(1− e
−[(x−xi)2+(y−yi)2]

2(σ)2 )∀(x, y)εΩ.

(2. 15)
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(a) Input Image (b) CV Performance (c) Wu and He Performance

(d) Li Performance (e) Novel Performance
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(f) Our 3D plot

Figure 5: The performance comparison of the modernistic model, our model (iteration=
10) Li (iteration= 200), CV (iterations= 150) and Wu and He (iteration= 300) models on
noisy image. .

one can observe that d ≈ 0 near the points chosen and g ≈ 0 on all the edges. In
order to stop the evolving φ on boundary of the desired object i.e. where g ≈ 0 and
d ≈ 0, this model needs the minimization of the following energy functional.

FGout(φ) =
∫

Ω

d(x, y)g(‖∇I0(x, y)‖)dxdy. (2. 16)

By applying level set function on the above energy functional the domain of an
image will be extended to image domain Ω.

In terms of level set formulation the above energy functional is represented as:

FGout(φ) =
∫

Ω

d(x, y)g(‖∇I0(x, y)‖)‖∇H(φ(x, y))‖dxdy, (2. 17)

where length of the contour φ is represented by:
∫

Ω

‖∇H(φ(x, y))‖dxdy. (2. 18)
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(a) Input Image (b) CV Performance (c) Wu and He Performance

(d) Li Performance (e) Our Linear Performance (f) Our 3D plot

Figure 6: The performance comparison of the modernistic model, our model (iteration=
10) Li (iteration= 200), CV (iterations= 150) and Wu and He (iteration= 300) models on
additive noise (speckle 0.001) .

The minimization of (2.17) with respect to φ leads to the following equation:

−δε(φ(x, y)div
[
d(x, y)g(‖∇I0(x, y)‖)

( ∇φ(x, y)
|∇φ(x, y)|

)
] = 0. (2. 19)

Thus the evolution equation of this model is:
∂φ(x, y, t)

∂t
= δΩ(φ(x, y, t))div

[
d(x, y)g(‖∇I0(x, y)‖)

(∇φ(x, y, t)
|∇φ|

)
], (2. 20)

with the boundary condition given as:
δε(φ(x, y, t))
|∇φ(x, y, t)|

∂φ(x, y, t)
∂~n

= 0. (2. 21)

Because Heaviside function is not differentiable, regularized Heaviside and dirac
delta functions are used.

3. The Proposed Model

The models discussed in the background are not able to perform task of image
segmentation for noisy images or local image segmentation. For this purpose we



Mathematical Model for Single and Multiple Object Extraction 397

(a) Input Image (b) CV Result (c) Wu and He Result

(d) Li Result (e) Our Linear Result (f) Our 3D plot

Figure 7: The performance comparison of the modernistic model, our model (iteration=
10) Li (iteration= 200), CV (iterations= 100) and Wu and He (iteration= 300) models on
additive noise (gaussian 0.001) .

propose modernistic model which work on noisy images and also able to perform
task of capturing particular object in the given image.

3.1. Global Segmentation And De-noising Model. In this stage we propose
a modernistic variational segmentation model [7] for segmenting image having high
noise. The main objective of the proposed model is to handle the image having
unwanted signals (noise) and segment simultaneously to get a clean segmented
result. Now, encouraged from the work done in background, we are in state to
describe our new proposed novel variational model [19, 4, 8, 1] based on kernel
function in the framework of active contour, for segmenting noisy images. We use
convolution which helps in adding each element of image into local neighborhood
of the kernel function. If images have multiple objects with different variation in
intensities i.e. maximum, minimum or average intensity back-ground this model
works. Let image I0 be defined on Ω ⊂ <2 and φ be the evolving curve then our
energy functional is:
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(a) Input Image (b) CV Performance (c) Wu and He Performance

(d) Li Performance (e) Our Linear Performance (f) Our 3D plot

Figure 8: The performance comparison of the modernistic model, our model (iteration=
10), Li (iteration= 200), CV (iterations= 150) and Wu and He (iteration= 300) models
on noisy image .

F (φ, c1, c2) =
∫

Ω

∫

Ω

Kδ(x− y)(I0(x, y)− c1)2φ2(x)dxdy + (3. 22)
∫

Ω

∫

Ω

Kδ(x− y)(I0(x, y)− c2)2(1− φ(x))2dxdy,

where Gaussian kernel function for δ > 0 is defined as:

Kδ(x− y) =
1

(2π)n/2δ2
e
−|x−y|2

2δ2 . (3. 23)

φ can be calculated by keeping c1 and c2 constant as follow:

φ =
Kδ(x− y) ∗ (I0(x, y)− c2)

Kδ(x− y) ∗ ((I0(x, y)− c1) + (I0((x, y)− c2)))
, (3. 24)

c1 and c2 can be computed as follow:

c1 =

∫
Ω

I0(x, y)Kδ(x− y) ∗ φ2(x)∫
Ω

Kδ(x− y) ∗ φ2(x)
, (3. 25)
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(a) Input Image (b) CV Performance (c) Wu and He Performance

(d) Li Performance (e) Our Linear Performance (f) Our 3D plot

Figure 9: The performance comparison of the modernistic model, our model (iteration=
10), Li (iteration= 200), CV (iterations= 150) and Wu and He (iteration= 300) models
on noisy image. .

c2 =

∫
Ω

I0(x, y)Kδ(x− y) ∗ (1− φ(x))2∫
Ω

Kδ(x− y) ∗ (1− φ(x))2
, (3. 26)

under the influence of noise the proposed model alleviates the negative effect of
outlier and in the result it gives clear segmented image.

3.2. Piecewise Linear Approach. In noisy image our model with linear approach
give nice and clean result for segmentation.

F linear(φ) =
∫

Ω

∫

Ω

Kδ(x− y)(I0(x, y)− `1)2φ2(x)dxdy

+
∫

Ω

∫

Ω

Kδ(x− y)(I0(x, y)− `2)2(1− φ(x))2dxdy,
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Figure 10: The performance comparison of the modernistic model, our model (iteration=
10), Li (iteration= 200), CV (iterations= 150) and Wu and He (iteration= 300) models
on noisy image. .

F linear(φ, c, c1, c2, p0, p1, p2) =
∫

Ω

∫

Ω

Kδ(x− y)(I0(x, y)− c− c1x− c2y)2φ2(x)dxdy

+
∫

Ω

∫

Ω

Kδ(x− y)(I0(x, y)− p0 − p1x− p2y)2(1− φ(x))2dxdy.

(3. 27)

Here, l1 = c + c1x + c2y and l2 = P0 + P1x + P2y are basically linear functions
they work better than the constant function when their is noise and when their is
intensity inhomogeneity. By keeping all the coefficients of a linear function constant
φ can be calculated as follow:

φ =
Kδ(x− y) ∗ (I0(x, y)− l2)2

Kδ(x− y) ∗ [(I0(x, y)− l1)2 + (I0(x, y)− l2)2]
. (3. 28)

All the cis for i = {0, 1, 2} can be calculated by linear system:

∂

∂ci
[Kδ(x, y)(I0(x, y)− c− c1x− c2y)2φ2(x)] = 0. (3. 29)



Mathematical Model for Single and Multiple Object Extraction 401

Similarly all the pis for i = {0, 1, 2} can be calculated by linear system:

∂

∂pi
[Kδ(x− y)(I0(x, y)− p0 − p1x− p2y)2(1− φ(x))2] = 0. (3. 30)

3.3. Quadratic Approach. Further, we present algorithm for segmenting the im-
ages in the presence of noise by using quadratic gray-level function.

F (φ, c, c1, c2, c3, c4, c5, p0, p1, p2, p3, p4, p5) = (3. 31)∫

Ω

∫

Ω

Kδ(x− y)(I0(x, y)− `1)2φ2(x)dxdy +
∫

Ω

∫

Ω

Kδ(x− y)(I0(x, y)− `2)2(1− φ(x))2dxdy,

(3. 32)

F (φ, c, c1, c2, c3, c4, c5, p0, p1, p2, p3, p4, p5) =(3. 33)∫

Ω

∫

Ω

Kδ(x− y)(I0(x, y)− c5x
2 − c4y

2 − c3xy − c2x− c1y − c)2φ2(x)dxdy +(3. 34)
∫

Ω

∫

Ω

Kδ(x− y)(I0(x, y)− p5x
2 − p4y

2 − p3xy − p2x− p1y − p0)2(1− φ(x))2dxdy.

By keeping all the coefficients of quadratic function constant φ is computed as:

φ =
Kδ(x− y) ∗ (I0(x, y)− l2)2

Kδ(x− y) ∗ [(I0(x, y)− l1)2 + (I0(x, y)− l2)2]
,

(3. 35)

where

l1 = c5x
2 + c4y

2 + c3xy + c2x + c1y + c.

and

l2 = p5x
2 + p4y

2 + p3xy + p2x + p1y + p0.

Clearly l1 and l2 are quadratic functions and they much better than the constant
function c1 and c2 when their is noise and intensity inhomogeneity or both at the
same time, so we use l1 and l2 and these are also options for us.
All the cis for i = {0, 1, 2, 3, 4, 5} can be calculated by the system:

∂

∂ci
[Kδ(x, y)(I0(x, y)− c5x

2 − c4y
2 − c3xy − c2x− c1y − c)2φ2(x)] = 0. (3. 36)

Similarly all the pis for i = {0, 1, 2, 3, 4, 5} can be calculated by the system:

∂

∂pi
[Kδ(x− y)(I0(x, y)− p5x

2 − p4y
2 − p3xy − p2x− p1y − p0)2(1− φ(x))2] = 0.

(3. 37)
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3.4. Selective Segmentation Approach. The problem arises in image segmen-
tation is to segment only the desire object among the all objects in image having
same intensities. Many models have been proposed for selective segmentation[23, 2],
but in case of noise there performance is not satisfactory. Now to extend our work
to segment the desire objects in presence of noise we use weight function as in the
model [10]. let I0(x, y) be the given image defined on a rectangular domain Ω.
Consider the set of n1 points near the object’s boundary we want to detect, which
is given as:

A = {(xi, yi)εΩ, 1 ≤ i ≤ n} ⊂ Ω. (3. 38)

To detect the desire object in image we are required to find a contour that ap-
proaches best towards the point from the set A. To detect the selective object we
use weight function which is w(x, y) = 1−d(x, y)g, and the distance function d(x, y)
which is defined as:

d(x, y) =
3∏

i=1

(1− e
−[(x−xi)2+(b−yi)2]

2(σ)2 ).

(3. 39)

It represents geometric constraints and restrict the evolving curve to move away
from the points of set A. The well known edge detector function is use to detect the
edges of the object is:

g(|∇I0|) =
1

1 + |∇I0|2 ,

(3. 40)

that is:

g(|∇I0|) =
1

1 + (I2
0x + I2

0y)
.

For local segmentation in presence of noise our energy functional will be:

F (φ, c1, c2) =
∫

Ω

∫

Ω

Kδ(x− y)w(x, y)(I0(x, y)− c1)2φ2(x)dxdx +
∫

Ω

∫

Ω

Kδ(x− y)w(x, y)(I0(x, y)− c2)2(1− φ(x))2dxdy, (3. 41)

φ can be calculated by keeping c1 and c2 constant as follow:

φ =
Kδ(x− y) ∗ w(x, y)(I0(x, y)− c2)

Kδ(x− y) ∗ w(x, y)((I0(x, y)− c1) + (I0(x, y)− c2))
. (3. 42)

For c1 and c2 we have:

c1 =
I0 ∗ w(x, y) ∗Kδ(x− y) ∗ φ2(x)

w(x, y) ∗Kδ(x− y) ∗ φ2(x)
. (3. 43)



Mathematical Model for Single and Multiple Object Extraction 403

Table 1: Jaccard Similarity comparison table of the Our Method, Wu-He Method, Li
Method and CV Method.

Image Size Our Method Wu-He Method Li Method CV Method
Fig Js Fig Js Fig Js Fig Js

250× 250 1 0.9977 1 0.5866 1 0.6023 1 0.8023
250× 250 2 0.9087 2 0.4536 2 0.7907 2 0.4907
250× 250 3 0.987 3 0.6463 3 0.8532 3 0.9532
250× 250 4 0.9281 4 0.4389 4 0.3695 4 0.5695
250× 250 5 0.9761 5 0.6544 5 0.7870 5 0.8870
250× 250 6 0.8633 3 0.5073 6 0.7733 6 0.6733
250× 250 7 0.9376 4 0.5735 7 0.7553 7 0.8553
250× 250 8 0.95370 5 0.5571 8 0.7241 8 0.6241

c2 =
I0 ∗ w(x, y) ∗Kδ(x− y) ∗ (1− φ(x))2

w(x, y) ∗Kδ(x− y) ∗ (1− φ(x))2
. (3. 44)

The principle stride of our model for quadratic approach is as follows:

Algorithm 1 For Quadratic Approach
1: Read the given image
2: Initialize level set function
3: Compute the coefficients using (23) and (24)
4: Computing φ using (22)
5: Check if the solution is stationary. If not, go back to point number 2.
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(a) Input Image (b) Wu and He Performance (c) Li Performance

(d) Our Quadratic Perfor-
mance

(e) Our 3D plot

Figure 11: The performance comparison of the modernistic model, our model (iteration=
50), Li (iteration= 200) and Wu and He (iteration= 300) models on noisy image. .

4. Experimental Results

In this section we give some experimental results on different data set in order
to explain that our model is new and performs well as compared to other existing
models in presence of outlier. In CV model [6] with length term works to segment
object but unable to segment those images having noise. Our model performs
the task of segmentation [26] in both presence and absence of noise. Therefore,
if we compare our model with the other models it performs well and give a good
experimental results. To obtain result of our model we used MATLAB installed
in personal computer with specification: windows 8.1, 4.00GB installed memory
(RAM) and 1.80 GHz processor.

Test set 1: In first test set we show the performance of our model in the seg-
mentation of gray image having noise. These test supports in comparison to
Chan-Vese model with fitting term in gray-scale image. Further we will do com-
parison with Wu and He model and with LBF model [13, 25] which shows
better performance. Our technique has been applied to naturally out door images.
Few example are display in Fig. 1, 2, 3, 4, and 5
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(a) Input Image (b) CV Performance (c) Wu and He Performance (d) Li Performance

(e) Our Quadratic Perfor-
mance

(f) Our 3D plot

Figure 12: The performance comparison of the modernistic model, our model (iteration=
100), Li (iteration= 200), CV (iterations= 150) and Wu and He (iteration= 300) models
on gaussian noise 0.001. .

Test set 2: In second test set we show the performance of our model with piece-
wise linear approach on noisy image, also we add some noise such as gaussian
noise and salt and pepper on clear image to disturb the image signals and justify
the model. First we compare it with our global model and then with CV Model,
Wu and He model and Li et al model. Also we conclude that our model in piece-
wise linear approach work in some inhomogeneity and give best performance, Few
examples are display in Fig 6,7,8,9 and 10.

Test set 3: In third test we show the performance of our model with quadratic
approach in presence of noise, the test result are display in fig 11 and 12. The
comparison of our all approaches is shown in Fig 13. Further in local image segmen-
tation case, Some test show that our model also work in selective segmentation
[3] of noisy images simultaneously, the result is display in Fig 14.

5. Conclusions

In this article different from the other variational models, we proposed the model
to:
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(a) Input Image (b) CV Performance (c) Wu and He Performance (d) Li Performance

(e) novel Performance
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(f) Our Quadratic Perfor-
mance

Figure 13: The performance comparison of the modernistic model, our model (iteration=
10) Li (iteration= 200), CV (iterations= 170) and Wu and He (iteration= 300) models on
noisy image. .

(a) Input Image (b) Our selective Performance (c) Our 3D plot

Figure 14: Given figure demonstrate the performance of the proposed model on selective
segmentation. .
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(1) Diminish the negative effects of outlier.
(2) Perform selective segmentation.
(3) Segment noise images.
(4) Segment image with intensity inhomogeneity.
(5) Segment image with intensity inhomogeneity and noise together.
Using the characteristic of kernel function for image segmentation, further weight
function is used in the proposed model for local segmentation of noisy images. In
order to enhance the result of our model we use different approaches in the proposed
model i.e. piecewise linear approach and then quadratic approach. Our model is
based on level set formulation [20, 10] in which the edge of the objects is the zero
level set of φ. The minimization of our modernistic model with respect to φ is derive
by Euler Lagrange’s equation [21]. The functions c1 and c2 are calculated first and
then φ is computed analytically. The values of c1 and c2 are also calculated by
Euler Lagrange’s equation. To run the entire process analytically on images the
software we have used is MATLAB. We test our model on different outdoor and
medical images and we have observe its performance. Further we compare the
performance of our novel model with state of the art models. We conclude from
different experiment results that our model is performing better than Chan-Vese
model [6], Li et al. model [13] and Wu and He [25] model qualitatively.
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